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1 Introduction

The phenomenon of life is intimately linked to transmission of information. No organic life form can last forever; it must be renewed from time to time. Cells fuse and divide, and each time information about morphology (form) and physiology (function) is transmitted. Since the classical Meselson-Stahl experiment (1) it became apparent that a linear polyesters of nucleic acidis the carrier of this information and we have got used to the idea that all the information that is sufficient to reproduce cells is encoded in the sequence of the four nucleic acid monomers or nucleotides. As we all know, this information is called the genetic information and its unidirectional transmission in time is called genetic inheritance.

Nevertheless, from the very beginning of genetic experimentation there was a shadow of doubt about the pure, simple and elegant solution to the transmission of information issue. If four nucleotides are sufficient to code for genetic information, why would we find a fifth base (5-methyl-cytosine) in the DNA of nearly all eukaryotes (2, 3)? How is it that some phenotypic characters do not follow the classical (Mendelian) rules of  segretation (4-6)? How could it be that in a single organism where genetic information is not supposed to change easily and cells should be genetically identical, some genes are activated or inactivated dependent on the position of the gene in the genome (7, 8)? With the availability of new biomolecular techniques, some researchers started to analyze in more detail these phenomena and finally realized that information can be passed through mitotic cell generations that is not encoded by the basic DNA sequence. Based on earlier theories on inheritance developed by Oscar Hertwig
 (10) on a modified concept of epigenetics originally suggested by CH. Waddington (11) and the work of Robin Holliday (12) and others (an excellent historical overview was written by R. Holliday
  (12)), the brilliant theorician J. Maynard Smith
 proposed a model of a dual inheritance system: “the familiar system, depending on DNA sequence, used in transmitting information between sexual generations, and an epigenetic inheritance system…” (13). In his model, epigenetic information depends on gene activation, and is responsible for the transmission of states of differentiation during development. This definition was changed in the early 2000s to “changes in gene function that are mitotically and/or meiotically heritable and do not entail a change in DNA sequence” (14). In my understanding, epigenetic information is developmental information that is heritable and modifiable. Modifications occur as a result of changes in the environment of the organism. In contrast to genetic information, modifications in this information are, however, reversible. Epigenetic inheritance can occur during mitosis and meiosis, but meiosis is in general associated with a nearly complete erasure and re-establishment of epigenetic information. The carriers of epigenetic information are DNA methylation, modification of histones, non-coding RNA and the location of the DNA fragment in the nucleus
. Chromosomal epigenetic information can be materialized (expressed) through changes in the chromatin structure, i.e. local or global euchromatization or heterochromatization. The term “chromatin” was tentatively assigned to the colorable substance of the nucleus by Walther Flemming in 1882 (15). A rapid survey in PubMed
 shows that during the 70th relative interest in this field decreased and during the early 90th interest it was moderate (number of publications oscillating around 800 per year), while there is now a tremendous increase in publications (Figure 1).
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Figure 1: number of publications per year (left y axis) and percentage of total (right) referenced in PubMed and containing “chromatin” in the title or abstract

While the molecular bases of epigenetics are now better and better understood, it remains enigmatic why an alternative  between–generation transmitting system exists at all. Shouldn’t it be sufficient to transmit the genetic information? Since the epigenetic system has evolved, there is apparently a selective advantage, the possibility for a gain in fitness associated with this system, but what kind of advantage? My recent work focuses on answering this question and I will develop later on ideas and outline results of my coworkers and myself related to this question. Before answering the biological questions related to a phenomenon, one must however have the theoretical and experimental tools in hand to address these questions. When I started my scientific carrier, such experimental tools in epigenetics were just beginning  to be available, in particular bisulfite genomic sequencing for the determination of DNA methylation in single base resolution (16), and the analysis of modified histones associated to specific regions of the genome (17).

1.1 Definitions
Writing about, and working in a relatively new research domain has the advantage that one can  discover something new and surprising literally every month. Surprising means by definition unexpected and therefore in discordance with the current scientific consensus that defines the state of knowledge, which we are prepared to accept without (too much) doubt. Through discussions with members of my group I realized that it is necessary to give my definitions for certain terms in order to provide some fix points for the further reading.

In a Genetic Inheritance System, Information carrier is the DNA sequence, and changes in gene expression and gene composition are heritable through mitotic and meiotic generations. Changes in the genetic information are irreversible. The fidelity of transmission of genetic data is close to 100% (although there are hot spots for mutations, and under some stress conditions mutability is increased) .

Mutations are random changes in the genetic information (DNA sequence) and mutants are individuals that carry these new genetic information.

DNA editing leads to targeted changes in the genetic information (DNA sequence).

In an Epigenetic Inheritance System (EIS), changes in gene expression are heritable through mitotic and sometimes meiotic generations. Information carriers are DNA methylation, histone modifications (Chromatin-Marking-System), non-coding RNA and topography of the nucleus. Other non- cromsoaml EISs are based on #D templating (e.g. prions) or on self-sustaining metabolic loops. It is conceivable that other carriers exist. Changes in the epigenetic information are reversible, i.e. the fidelity of data transmission is between 0 and 100%.

Epimutations are random changes in epigenetic information.

Epigenetic editing are targeted changes in epigenetic information (e.g. chromatin editing).

Epigenetic reset erases  thel epigenetic changes during the lifetime of an organism and establishes a default condition. Epigenetic reset can be incomplete. Epigenetic reset occurs for instance during germ cell generation.

Variation (genetic, epigenetic and phenotypic) is the difference (change of value) between different individuals at a given time, or the difference in the same individual at different time points.

Variability (genetic, epigenetic and phenotypic) describes the degree of variation (extend of change of values) between individuals in a population. Low variability means that all individuals are very similar, high variability means that all individuals are different and that variations are large. I consider variability and diversity as synonyms. Variability can only occur in a population, i.e. more than one individual, and the statistical measure of population variability is variance.

Plasticity (genetic, epigenetic and phenotypic) describes the ontogenetic variation in an individual along an environmental gradient, e.g. flower color as a function of the soil pH, or as a result fo developmental noise. 

Cryptic phenotypes (also called “latent character”
 (18), “pre-adapted biotypes” (19) are phenotypes that are coded in the genotype but never expressed under environmental conditions that are normal for the individual.

2 Part 1: How to analyze an epigenome

“Ein Mann, der recht zu wirken denkt, Muss auf das beste Werkzeug halten” (A man who does his work, effectively intended, Must stick to tools that are the best for it.) Goethe, Faust I 

The following section will concern readers who are interested in the technical aspects of the analysis of epigenetic information carriers. Those who feel more concerned with the evolutionary side of the topic might proceed directly to part 2 (chapter 3).

2.1 The technologies and concepts behind DNA methylation studies
2.1.1 Introduction

The importance of DNA methyation mapping in eukaryotes was rapidly recognized once it became apparent that 5-methylcytosine (5mC) is not only an exotic and negligible modification of the DNA, but an important carrier of epigenetic information. In particular the finding that cancer is characterized by aberrant methylation increased the interest of the scientific community. Many laboratories attempted to characterize these changes in methylation, and to use them as bio-markers for the diagnostic of the disease. It had been known since the 1950s (2) that DNA contains 5mC (later determined to be roughly 1%), and initial experiments of Vanyushin and his colleagues (20) and other laboratories showed that DNA of different tissues and different developmental stages could actually differ considerably (table 1). 

Table 1: examples for 5mC content in different human tissues

	Tissue
	5mC content in mol% of total DNA
	Reference

	Cultured fibroblasts
	0.57* (2.80±0.3 mol% of C)
	 (21, 22)

	Lymphocytes
	0.96 ± 0.010
	 (3)

	Total blood
	1.22* (5.96 ± 0.22 mol% of C)
	 (23)

	Liver
	1.47 ± 0.05
	 (24)

	Spleen
	1.67 ± 0.08
	 (24)

	* re-calculated from original data based on genome-wide average GC content of 41% 


Enzymatic digest indicated that in mammals (e.g. calf thymus) the majority of 5mC is followed in 5’-3’ direction by a guanine (25). It is today known that our DNA for instance contains ~1% 5mC, corresponding to methylation of ~5% of cytosines, and ~70% of CpG pairs. Soon, the underrepresentation of such CpG pairs was noticed in bovine tissue (26). A milestone, which could also be considered as the starting point of genome-wide methylation mapping, was the discovery by Adrian Bird's laboratory that a small fraction (<2%) of the genome of vertebrates can actually be digested by the methylation sensitive restriction enzyme HpaII (27). While treatment with HpaII leaves the major part of genomic DNA undigested because of the presence of 5mC in the inner C of recognition site CCGG, a small portion of tiny fragments are generated that can be visualized after separation through migration in agarose gels by the incorporation of radioactive dCTP. These pieces of DNA were first called HpaII Tiny Fragments (HTF), and later it became clear that they correspond to unmethylated regions in the genome where CpG pairs occur with statistically expected frequency. These small genomic regions are now known as CpG islands (CGI). The features of a “canonical” CGI are a GC content of 55-70% (bulk DNA ~40%), a ratio of observed to expected CpG of 0.6-0.7, and a length of 200-1000 bp (28, 29). Early attempts to characterize DNA methylation in genes and repetitive sequences relied entirely on the ability of restriction enzymes to distinguish between methylated and unmethylated sites. Genomic DNA was digested with pairs of enzymes that posses’ identical restriction site (isoschizomer) but while one of these enzymes does cut regardless of methylation, the other is blocked by methylation in the restriction site. Fragments are then separated by gel electrophoresis and regions of interest revealed by Southern blotting. The resolution of this type of analysis is of course limited by the frequency of restriction sites. Since several micrograms of DNA are required, only large cell populations could be studied. Nevertheless, these experiments showed that important differences in DNA methylation exist between individuals but also different cell types and tissue of the same individual. Later, the development of the bisulfite sequencing technology by Marianne Frommer and colleagues (16) allowed for DNA methylation analysis in single base and single molecule resolution. The technique relies on the chemical desamination of unmethylated cytosine into uracil, and subsequent amplification of the region of interest by PCR. In the PCR products, uracil is replaced by thymine and 5mC by cytosine. Comparison of the sequence of the PCR products with the unconverted genomic sequence delivers the exact position of methylated cytosines. With the first results of this new technique it became apparent that not only each individual or each tissue has its proper DNA methylation profile, but each individual cell has its own methylation patter, its proper methylome. In comparison, the genetic information that remains relatively invariant within a given person. With the completion of several genome projects such as the Human genome project in 2001 it could be envisaged to map DNA methylation on a large scale. However, given the differences in DNA methylation in different cell types, the complexity of this task is order of magnitudes larger than those of genome sequencing projects, where DNA from a single cell type provides information about the genome of all other cells. Not only the position of methylated sites in a model cell population must be identified, but this task must be performed for different tissues and cell types, and - in addition - in a way that allows for quantitation of the degree of methylation in every single C site. Even if recent years have seen a huge progress in mapping and sequencing technology, DNA methylation studies are forced to reduce the complexity of the task: either a subset of the genome must be pre-selected for analysis, or compromises in mapping resolution must be made. Our knowledge about DNA methylation depends therefore on the experimental approach that was used to generate the data. 

2.1.2 The principles of DNA methylation mapping techniques

DNA mapping techniques that reduce the amount of sequences to be analyzed to a sub-genomic scale can roughly be divided into four basic principles: (i) those relying on interaction with a binding molecule to 5mC (such as antibodies against 5mC or 5mC-binding proteins), or moieties that do not bind to methylated DNA but to unmethylated cytosines (such as CXXC), (ii) enzymes that either digest methylated or unmethylated DNA and that can be used to enrich these genomic fractions, (iii) bisulfite treatment and PCR of the regions of interest, and finally (iv) bioinformatics tools. Many of these techniques can be combined.

2.1.3 Affinity purification of methylated or unmethylated DNA fragments

Since only a small fraction of the genome shows a high density of unmethylated cytosines, the enrichment of these unmethylated regions was one of the first attempts to reduce the amount of sequence data to be analyzed. Sally Cross and colleagues used a two-step procedure and divided DNA from human peripheral blood cells into the methylated and unmethylated fractions by affinity chromatography using the methyl-CpG binding domain (MBD) of the rat MeCP2 protein attached to a solid support: the coding region of MBD was PCR amplified, cloned and the recombinant protein was attached to a nickel-agarose matrix via a poly-histidine tag. Genomic DNA was fragmented with a restriction enzyme whose restriction site is rare within CpG islands (MseI, restriction site TTAA). Methylated fragments were removed from the DNA pool by a passage through the MBD column, and the remaining unmethylated DNA was in-vitro methylated with CpG methylase M.SssI. This converted fragments with unmethylated CpG islands into high-affinity molecules. Finally, DNA was passed through the MBD column, washed and fragments with high affinity were eluted with high salt concentration. This fraction contained DNA that strongly binds to MBD, i.e. contains (in-vitro methylated, but in-vivo unmethylated) CpG islands (30). This unmethylated DNA fraction was cloned, later sequenced several times, for instance by the CpG island tagging project (available for download
) and by He and colleagues (31). The sequences were mapped to the human genome when it became publicly available. Depending on assembly strategies, 14,000 (32) to 20,000 (31) unmethylated regions were reconstructed, many of them corresponding to CpG islands. The experiment provided the first library of experimentally confirmed unmethylated CpG islands and became the basis for a number of subsequent analyses. Recently, a complementary approach was used to enrich the same unmethylated fraction of the human genome (33). This time, the immobilized CXXC domain of the mouse Mbd1 protein was used that binds specifically to nonmethylated CpG pairs. Again, DNA from pooled peripheral blood cells from three male individuals was used, digested by MseI to cut AT-rich DNA into small fragments that contain too few CpG to be retained by the CXXC matrix. In this so-called bulk genomic DNA, CpG pairs are roughly fivefold underrepresented (~0.8 per 100 bp) compared to the statistically expected frequency (34), and compared to CpG islands (~1 CpG per 10 bp). Methylated DNA and CpG-poor DNA was eluted at low-salt conditions and non-methylated CpG-rich DNA was eluted with high-salt, re-chromatographed, cloned into plasmids, sequenced and assembled. The final data set contains about 17,500 CpG islands and is available as DAS source “CPG island clones” for the Ensembl Genome browser maintained by the European Bioinformatics Institute (EBI) and the Wellcome Trust Sanger Institute (WTSI)
. Finally, unmethylated and methylated fractions of the genome can be separated by immunoprecipitation with antibodies against 5mC (known as MeDIP, mDIP, or mCIP). DNA is purified, either digested with restriction enzymes or sheared by sonication, incubated with the antibody and finally separated into the (methylated) bound fraction and the (unmethylated) unbound fraction by incubation with protein A or G coated sepharose beads and centrifugation (35, 36). A potential caveat of this technique is that DNA needs to be completely denatured before immunoprecipition to make the 5mC moiety accessible to the antibody, and that binding of the antibody appears to be influenced by CpG density. The high GC content of CpG islands makes these regions notoriously difficult to denature completely. The principal advantage of MeDIP is that existing tilling micro-arrays can be used to hybridize the immunoprecipitated DNA and compare to signals obtained with total DNA. As long as enough DNA is available (~4 µg) this technique can be applied for a genome-wide screen of cell-type specific DNA methylation, or methylation of DNA from different individuals. Until recently it was, however, not possible to determine absolute methylation levels with these technique. A lately developed bioinformatics tool (37) appears to have solved this issue and the technique was applied to determine tissue-specific methylation (38).

2.1.4 Methylation mapping with restriction enzymes

Restriction enzymes have been used for more that 30 years to differentiate methylated and unmethylated DNA (39). They are part of the bacterial defense system against foreign DNA, and allow bacteria to “restrict” the growth of bacteriophages. Foreign DNA is digested by bacterial endonucleases. In the non-compartmented bacterial cell, the bacterial DNA is protected by chemical modifications from the action of these restriction enzymes. One of these modifications can be the methylation of cytosine, identical to the one found in human. The exhaustive screening of bacterial species for such endonuclease has provided biologists with a rich repertoire of restriction enzymes that are sensitive or insensitive to methylation and that by chance posses the same recognition site (isoschizomeres). However, not all isoschizomeric enzyme pairs are commercially available. One of the widely used enzyme pairs is HpaII and its methylation-insensitive isoschizomere MspI (restriction site CCGG). Other frequently used CpG-methylation sensitive endonucleases are TaiI (ACGT), BstUI (CGCG), HhaI (GCGC), and AciI (CCGC). In combination with Southern Blotting, these enzymes were initially applied to the analysis of individual loci and repetitive sequences, but recent years have seen the development of new method for the methylation mapping in a genome-wide scale. Newcomers in the field of enzymatic analysis are McrBC and SgeI. McrBC is an enzyme complex from Escherichia coli that degrades specifically methylated DNA (5mC—N40…500—5mC) (40). SgeI is a type II restriction enzyme that digests methylated DNA (5mC-N2-G-N9) (41). Digestion with either McrBC or methylation sensitive restriction enzymes was used to generate libraries of the methylated and unmethylated domains of the human genome and exhaustive sequencing (42), or PCR of pre-selected CpG islands (43) was used to map the domains back to the genome. Restriction enzymes have also been combined with the use of micro-arrays: e.g. methylated CpG island amplification with microarrays (MCAM) (44) or HTF enrichment by ligation-mediated PCR (HELP) (45). Combinations like HpaII/MseI can also be used to enrich specifically methylated CpG islands (46).

An interesting method to evaluate the distribution and density of methylated sites in a large number of samples (e.g. for comparing methylation between populations) and without a priori knowledge about the genome or location of hypo- or hypermethylated regions is methylation-sensitive amplified fragment length polymorphism (msAFLP; (47, 48)). msAFLP assays the methylation status of individual restriction sites throughout the genome. The procedure is like traditional AFLP (49) except that the frequently cutting enzyme is replaced by either HpaII or MspI. Linkers are ligated to the digestion products, and primers that hybridize to the linkers and randomly to the flanking genomic DNA are used to amplify roughly 150 PCR products of different size that are representative for the entire genome. Each individual in the population is analyzed twice, once using HpaII and once using MspI.  The AFLP patterns are compared for each individual. Any bands that differ in presence/absence between HpaII and MspI runs for the same individual indicate the existence of at least one methylated site. 

We have used this method to analyze genome-wide methylation changes in populations of salmon from wild and hatchery environment (50). The literature on the msAFLP technique was unclear about how quantitative the method is (51, 52). In other words, we wondered if we could use information on peak height, as well as on peak presence/absence, to infer variation between individuals in levels of methylation? Using mixtures of in-vitro methylated DNA and unmethylated DNA we realized that band presence/absence is an all-or-nothing response. Thus, there appears to be little information about methylation levels to be extracted from peak heights (careful standardization with mixtures of methylated DNA for each individual might be possible but makes the method very heavy). On the other hand, the all-or-nothing response gives us confidence in our ability to score bands as either present or absent.  That the technique is most sensitive for detecting changes in levels of methylation at sites that are near 100% methylation is also useful to know. For example, if a particular restriction site is normally methylated in all cells, except for a fraction of cells that do not methylate that site, then we would expect to see a band appear or disappear. Similarly, if a site that is normally unmethylated in all cells is now sometimes methylated, we might again expect to see a band appear or disappear. On the other hand, if a site is normally methylated in, say 40% of cells, and for some reason it is now methylated in 60% of cells, then we would not detect such a change (50).

2.1.5 Bisulfite-conversion based techniques

Affinity-based methods or the use of endonucleases allows for the enrichment of methylated or unmethylated fractions of the genome. However, the only method that is capable of elucidating the DNA methylation status of individual cytosine residues and delivering high-resolution DNA methylation maps is bisulfite sequencing (16): genomic DNA is denatured, and treated with a concentration solution of sodium-bisulfite at pH 5 at 55°C which converts unmethylated cytosines into uracil-sulfonate (53, 54). Subsequent desulfonation under alkaline conditions produces uracil instead of cytosine in the DNA strand. 5mC is not converted. After amplification by PCR, unmethylated cytosines are displayed as thymine, and methylated cytosines as cytosine in the PCR products.

When I started to use the technique I realized rapidly that the existing procedures all had serious weaknesses resulting in poor or inconsistent conversion and/or DNA degradation. I analyzed each point of the method and developed a procedure that gave reproducible results and required an amount of staring DNA that was lower than for many described procedures but still relatively high (2 µg) due to degradation of the DNA during the treatment (55, 56). VL Boyd could finally solve this problem by performing the treatment in microfiltration devices (57). Details for both methods are available of our website
.

In general, PCR products are then sequenced (either with or without subcloning). Sequencing can be replaced by less tedious methods such as combined bisulfite restriction assay (COBRA) (58) or methylation-sensitive PCR (MSP) (59) but the information yield of these methods is comparably low. Nevertheless, since COBRA and MSP are straightforward to set up and allow for screening large number of samples, these techniques are widely used. MSP is highly sensitive but often, MSP results for the same samples will deliver different results depending on the PCR conditions (lab-to-lab variations are not uncommon). Also for the COBRA technique, careful standardization is necessary. In contrast to MSP, quantitative information can be extracted. In the COBRA technique, the region of interest is PCR amplified after the bisulfite treatment, and the PCR products are digested with diagnostic enzymes. If a sequence contained for instance the sequence 5’-GACCG-3’, in the case of a methylated CpG in this site, bisulfite treatment would produce GAUCG, in the case of unmethylated CpG GAUUG would be produced. After PCR this gives GATCG and GATTG, respectively. In the first case the PCR product contains a MboI (GATC) site that is not present in the unconverted sequence neither in the unmethylated molecules. To facilitate the choice of restriction enzymes I have designed a webtool
. PCR products are digested with the diagnostic enzymes, fragments are separated by electrophoresis through agarose gels and bands are quantified. There is a version of the method that uses capillary electrophoresis but the digested PCR products must be purified (60). Standard curves with in-vitro methylated plasmids
 should be produced. The technique can also be used to determine the PCR amplification bias after bisulfite treatment: after the treatment, methylated and unmethylated molecules do not have anymore the same G+C content. Unmethylated DNA molecules with low G+C content will in general be amplified preferentially generating a bias in the estimation of 5mC content (61). A detailed description of how to estimate and correct for this bias is available on our website
.

Initially, the bisulfite sequencing used to analyze methylation patterns (of single molecules) or profiles (average per C site in several molecules) of small genomic region, typically less than 1 kb in length. The availability of larger sequencing capacities at reasonable price has led to the application of the method at large scale (several genes) to a near-genome and genome wide scale (if the genomes are sufficiently small). In the end 1990th I did one of the first studies in “large scale”. I analyzed the DNA methylation patterns in 3 genes and one pseudogene in two different individuals and 9 different tissues (62). This study showed that there is no strict correlation between degree of methylation and (tissue-specific) transcription. Only when genes are fully methylated, they are not transcribed. None withstanding, DNA methylation profiles are tissue-specific. My study was also the first to analyze methylation in duplicated genes (more on this below). In that time, I also had to develop my own analysis and visualization tools (MethTools) (63). This online tool is still regularly used by the scientific community
. Since at that time (in 2000) there existed no database to store DNA methylation data, I created MethDB – a database for DNA methylation (and since 2008: database for DNA methylation and epigenetic environmental effects) (32, 64-66). This database is now a reference database for DNA methylation.

For bisulfite-base analysis in a near-genome-wide scale, regions of interest – in general CpG islands, known promotor regions or simply the 5’ region of genes – are pre-selected by in-silico studies and primers are designed for these regions. DNA is treated with bisulfite, PCR amplified and then sequenced. Direct sequencing (67) with the Sanger method, or pyrosequencing (68) was successfully used for the analysis of several hundreds CpG islands. This situation is about to change with the emergence of massive parallel sequencing devices such as the Illumina Solexa sequencer. In theory, the approach is simple: after bisulfite conversion, the entire genome is fragmented; linkers are ligated to the fragments and amplified by a few PCR cycles. All the PCR products are sequenced with short read length (e.g. 36 bp). Since the genomic sequence is known, these short sequences can be aligned to the genome and converted and unconverted C at each position are counted. A coverage of about 20 reads per every cytosine gives a sufficiently precise estimation of the degree of methylation in these positions. Large parts of the ~120 Mb Arabidopsis genome were recently analyzed in this way (called BS-Seq) (69) providing proof that methylation profiles of entire genomes in single-base resolution get into reach. Still, many genomes (e.g. the 3 Gb human genome) are a good order of magnitude larger than the A. thaliana genome. An excellent review about recent advancements in genome-wide detection of 5mC by sequencing can be found in (70). It remains to be answered whether methylation of even moderately repetitive sequences can be determined by this method. Large parts of genomes (often >50%) is composed of tandem repeats, interspersed repeats like LINEs and SINEs, large pericentromeric segmental duplications, or simple duplicated loci with high degrees of identity. The short read-length of Solexa-style sequencing does not always allow to unambiguously assigning the obtained sequences to a unique genomic locus, and for the moment such duplications are carefully avoided in this approach.

2.1.6 In-silico approaches

The particular features of CpG islands, i.e. relatively high GC contents and the overrepresentation of CpG dinucleotides makes it possible to predict the presence of a CpG island from the nucleotide sequence alone. Several free software tools are available for this prediction. Examples include MethPrimer and CpG island searcher. MethPrimer
 (71) is an excellent tool whose primarily objective is to design primers for bisulfite-conversion based DNA methylation mapping. Moreover, it provides also very convenient graphical display of GC contents and CpG distribution, and predicts CpG islands. A similar on-line service is available through the “CpG island searcher”
 (72). The command-line version of the tool can be downloaded (cpgi130). Bioinformatics tools exists also that attempt to predict methylated sites based on DNA sequence features, e.g. Methylator
 or HDMFinder
 (73).

2.1.7 My contributions in this field

My contribution to the field of the analysis of DNA methylation was to make the “shoulders of giants” a bit more easy to climb for the mere mortal, i.e. I developed protocols for bisulfite-based methylation analysis that work in the laboratory routine and I identified critical and non-critical parameters in these protocols. I was the first to create bioinformatics tools for the analysis of bisulfite-sequencing raw data, and I established the first and still largest (in terms of organisms and tissues) database for DNA methylation. 

2.2 The technologies and concepts behind the analysis of histone isoforms
DNA methylation is a very stable modification of the DNA, therefore it is relatively straightforward to analyze. However, it is not the only carrier of epigenetic information. There are even organisms that do not possess the DNA methylation machinery. That does not mean that these organisms do not possess an epigenetic inheritance system. Epigenetic information can also be stored in covalent modifications of the amino acids in the histone tails, in particular acetylation and methylation, or through the replacement of core histones by non-conventional histone isoforms. Antibodies can be raised against these isoforms and they can be used to determine at which particular region of the genome modifications of histones occur with low or high frequency. Annex 1 gives a summary of known isoforms related to chromatin structure. 

The table in annex 1 shows the high complexity of possible histone modification and their effect on gene expression. The matter is further complicated by sometimes considerable differences between the results of different laboratories, using different antibodies and model organisms. Barski and colleagues for instance conclude that: “Active genes are characterized by high levels of H3K4me1, H3K4me2, H3K4me3, H3K9me1, and H2A.Z surrounding TSSs and elevated levels of H2BK5me1, H3K36me3, H3K27me1, and H4K20me1 downstream of TSS and throughout the entire transcribed regions. In contrast, inactive genes are characterized by low or negligible levels of H3K4 methylation at promoter regions, high levels of H3K27me3 and H3K79me3 in promoter and gene-body regions; low or negligible levels of H3K36me3, H3K27me1, K3K9me1, and H4K20me1 in gene-body regions; and uniformly distributed and low levels of H2A.Z. “ (74). Wang et al. consider promoters to have in general (in 3286 human genes) a backbone of H2A.Z, H2BK5Ac, H2BK12Ac, H2BK20Ac, H2BK120Ac, H3K4Ac, H3K4Me1, H3K4Me2, H3K4Me3, H3K9Ac, H3K9Me1, H3K18Ac, H3K27Ac, H3K36Ac, H4K5Ac, H4K8Ac and H4K91Ac. In contrast, modifications related to gene silencing, are clusters of H3K27me2, H3K27me3, H3K9me2 and H3K9me3. (75).

Obviously, there is still some controversy about the role of some specific modifications. It is possible that the association of histone isoforms with chromatin structures that are permissive or repressive for gene expression is dependent on the species and the cell type. For the study in Schistosoma mansoni that is my current biological model, I decided to focus on the modifications that appear to be clearly identified as repressive (H3K27Me3 and H3K9Me3) or permissive (H3K9Ac and H3K4Me3).

2.2.1 Immunofluorescence Microscopy

The procedure is similar to Fluorescence In-Situ Hybridization (FISH) in the idea that metaphase chromosomes are fixed on microscopy glass slides and the presence or absence of modified histones is detected with suitable antibodies. Staining of the chromosomes with 4',6-diamidino-2-phenylindole (DAPI) or propidium-iodide allows to visualize the chromosome structure and identify histone isoforms that co-localize with the centromere, telomere or heterochromatic or euchromatic bands.

2.2.2 Cross-linking Chromatin Immunoprecipitation (X-ChIP)

In this procedure, originally developed by the laboratory of Alexader Varshavsky   (76) and much improved and modified since (77), DNA and proteins are cross-linked with formaldehyde to covalently attach proteins to the DNA. Formaldehyde will only cross-link proteins that are in close vicinity to the DNA (~2 Å) and for examining proteins that are indirectly linked to long-range cross-linkers must be used. Glycine is added to quench the formaldehyde and to stop the cross-linking reaction. Then, the chromatin is fragmented, in general by sonication. Both, cross-linking and sonication steps are critical for the success of the procedure and must be carefully standardized (to a degree that sonication conditions should be re-adjusted after routine maintenance of the sonicator). Fragments of 200-1000 bp are in general considered as optimal. The chromatin is incubated with the antibody, the complex is bound to protein A or G coated beads and precipitated. To liberate the DNA, the cross-links are reversed by heating to 65°C for 4-16 hours, and the DNA is extracted as described in chapter 2.2.3. In general, 107 to 108 cells are recommended for one reaction.

2.2.3 Native Chromatin Immunoprecipitation (N-ChIP)

In contrast to X-ChIP, native ChIP relies on relatively strong interaction between the target proteins and DNA under physiological salt conditions (78, 79). Histones are a typical example of such proteins, but N-ChIP has also successfully been used with transcription factors (80). When histone-style proteins are targeted I see three advantages of N-ChIP compared to X-ChIP: (i) the proteins remain in their native form and there is no danger that crosslinking produces interactions that do not occur systematically in the cell; (ii) nChIP is 10-100 times more sensitive than X-ChIP and less starting material is required; and (iii) since enzymatic fragmentation of chromatin is used, no expensive equipment such as a sonicator is necessary. Nevertheless, X-ChIP and N-ChIP are complementary, and ideally both approaches should be used in parallel. The principle of the procedure is shown in Figure 2. The procedure my colleague Céline Cosseau and I have developed is based on earlier protocols (81, 82) but has improved sensitivity and lower background (we use it routinely with no more than 1,500 Schistosoma mansoni larvae, i.e. roughly 750,000 cells (83)).
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Figure 2: Principle of the ChIP procedures

By their very nature, immunoprecipitation methods rely on antibody-antigen interactions. Specificity and the strength of this interaction will determine the quality of the ChIP experiment in terms of specificity and sensitivity. Since histones, the principle targets of N-ChIP, are highly conserved proteins, most laboratories will prefer to buy antibodies instead of producing their own. Several monoclonal and polyclonal antibodies against histone isoforms are now commercially available. Some of them are “ChIP-certified”, that is to say the manufacturer guaranties success of the immunoprecipitation if the “certified” animal or plant species are used. Nevertheless, antibody specificity and efficiency must always be tested. A good indication of specificity gives a simple Western blot. A  straightforward protein extraction and separation on a standard SDS-PAGE will already provide sufficient information
. If bands can be detected outside the expected side range of the target proteins, and if the secondary antibody is not the origin of the problem, then antibodies from another source should be tested. Some companies provide antibody samples. While it cannot be excluded that antibodies that show unspecific binding in the Western blot are specific in the IP conditions, such antibodies should be avoided. Ideally, a single band of the expected size should be visible. However, also absence of any detection is not a bad sign.

When the antibodies have passed the initial Western blot test, the right antibody-to-chromatin ratio must be determined. For a given amount of chromatin, the antibody must be in excess, and the amount of immunoprecipitated must not depend on the amount of antibody used. This titration procedure can be done with the below outlined procedure, using a constant quantity of chromatin and increasing amounts of antibodies. From a certain quantity of antibody on, the amount of immunoprecipitated DNA should remain constant. For further experiments, an antibody concentration above this threshold must be used. If no threshold can be reached, the antibody is not suitable for IP since the amount of precipitated DNA will be a function of used antibody amount. The advantage is that even if antibody concentrations are unknown, the suitable amount (in µl) can easily be determined. The procedure is costly since relatively large amounts of antibodies are consumed and much biological material is required, but it assures that in the following steps reproducible results can be achieved. Failure to determine the correct antibody to chromatin ration would lead to many difficulties in subsequent experiments. A step-by-step description of the procedure is available in the methods section of our web-site
.

2.2.4 Quantitation of immunoprecipitated DNA

The amount of genomic region of interest (RoI) must be determined in the unbound and bound fractions of the control without antibody (UB-C and B-C, respectively), and in the bound fraction with antibody (B). The unbound control fraction corresponds to the input (I), and the bound control fraction is the background (BG). If no DNA can be detected in fraction B, the antibody unbound fraction UB must be analyzed, in order to exclude that DNA was entirely degraded. Essentially, there are two possibilities to determine the quantity of RoI, either by comparing to an internal standard (reference locus method), or by determining the proportion of immunoprecipitated DNA compared to the input (% input recovery method).

2.2.5 Quantitative PCR: -ΔΔCt method and standard curve method

In this case, in fraction B, I and BG a reference RoI and target RoI are quantified by quantitative PCR. The relative enrichment is calculated according to the following simplified formula:

enrichment factor = 2-(ΔΔCt)

where ΔΔCt = (Cttarget - Ctreference)B - (Cttarget - Ctreference)I

In this case it is assumed that the amplification efficiency of the PCR is close to 2 and identical for the two qPCR (84). It could also be envisaged to use an efficiency-corrected comparative quantification or multiple reference genes.

By using a standard curve, the amount for each locus can be determined based on a dilution series of DNA of known concentration. The PCR efficiencies can be different. In this case:

enrichment factor = [ng target(B)/ng reference(B)] / [ng target(I)/ng reference(I)]

The standard curve method should be preferred if sufficient qPCR reactions can be performed simultaneously. The advantage of this quantification method is that target to reference DNA ratio in the same tube is measured. Even if DNA is lost during the purification process, the relative enrichment remains the same. Despite the relatively complex procedure, enrichment factors are very reproducible; in our hands standard errors are around 10%. The reference locus can for instance be in the body of a housekeeping gene. The enrichment factor describes how much more chromatin modifications are associated with the target locus compared to the reference. A principal caveat of this quantification method is that it assumes that chromatin structure in the reference locus does not change. This is probably true for regions in the body of housekeeping genes, but it cannot be excluded, that under particular conditions, these regions change their chromatin status in parallel with the target locus. In this case, the relative quantification method would not be appropriate.

2.2.6 % input recovery method

A solution could be to quantify directly the amount of precipitated target RoI and to compare it to the amount of target RoI in the input I (unbound fraction of control). In general, this ratio is expressed in % input recovery. The problem with this method is that DNA in two different tubes is compared (B and UB-C). If DNA is lost during the preparation process on one tube, this will induce errors that might not be detected. The method is sensible to pipetting errors, requires careful standardization and, naturally, several technical and biological duplicates must be performed. Input recovery of BG should be ≤ 0.1 %. Due to high day-to-day variations I do not recommend the input recovery method for routine work.

2.2.7 Blotting techniques

Proteins and nucleic acids can be immobilized on membranes and detected there with suitable antibodies and probes. It is routine in a molecular biology laboratory to size-separate these molecules through agarose or polyacrylamide gels and to transfer them on the membrane. A simplified procedure is to “blot” the samples directly as a drop (dot-blot) or through vacuum transfer device (slot-blot). Immunoprecipitated DNA can be immobilized this way and the region of interest can be detected by a labeled DNA probe (hybridization). The amount of hybridized probe that can be measured with suitable imaging device is often used as an estimate for the amount of precipitated DNA. However, since DNA concentrations are high, the approximation of an indefinite solution that is the base of the rule of Lambert and Beer (85, 86) cannot be applied. Consequently, there is no linear relation between DNA amount and image grayscale. Standard curves must be produced with known amounts of DNA. While being relatively popular in the past, the method is of limited interest also due to the large amount of DNA that is necessary.

2.2.8 Do it the other way round: fishing proteins with DNA probes

ChIP allows for the identification of DNA sequences that are bound to specific proteins or protein variants. It would also be interesting to know, which proteins bind to a specific DNA sequence. Very recently, two approaches were developed to address this question. In a method called proteomics of isolated chromatin segments (PICh), a DNA probe is coupled to a biotin variant through a linker, and hybridize to a specific chromatin locus. The DNA is isolated together with all associated proteins, which are then separated by SDS-PAGE and identified by mass spectrometry. In the initial experiment, the researchers designed a DNA probe against human telomeres, which, are abundant in cells (~100 copies). PICh revealed nearly 200 proteins associated with telomeric sequences (87). Some of these proteins had been previously identified as telomere binders; for several new ones, the scientists performed successful validation experiments.

In an alternative method called SILAC (stable isotope labeling with amino acids in cell culture) is used (88). Cells are grown in the presence of either unlabeled or deuterium-labeled lysine and purified chromatin from the deuterium-labeled nuclear extracts with a specific DNA bait (in the initial paper a probe containing 5mC) or from the unlabeled sample with a control bait (no 5mC). Again, the combined pulldowns are separated by SDS-PAGE and analyzed and quantified by mass spectrometry. Both methods have profited from recent advancements in high-throughput mass spectroscopy. However, they appear to suffer from relatively high background.

2.2.9 My contributions in this field

I was the first to use N-ChIP and ChIP-Seq (see 2.4.1) with different life cycle stages of the human blood-fluke Schistosoma mansoni. The low amount of starting material (~175,000 cells) required careful optimization of the method (89). I was also the first to insist on the systematic testing and the titration of antibodies before use for ChIP (83).

2.3 RNA
“Non-coding” RNA is an important epigenetic information carrier and many specific methods were developed to study this part of the Epigenetic inheritance system (EIS). Apart from a short stay in A. Hüttenhofers laboratory in Innsbruck I had so far only little occasion to study RNA-induced chromatin structure changes and I’d like to direct the reader to one of the many reviews that were written about this topic (90, 91).

2.4 Bioinformatics
2.4.1 ChIP and Massive sequencing (ChIP-Seq)

No particular bioinformatics tools were necessary for the analysis of histone modifications around a few target loci. However, with the development of sequencing methods that allows for the generation of millions of sequencing reads (called next-generation sequencing, ultra-deep sequencing, massive sequencing etc.), it could be envisaged to deduce quantitative data from the number of sequencing reads that correspond (“map”) to a genomic sequence. The principle is relatively straightforward: chromatin is immunoprecipitated as outlined above, the DNA is extracted and libraries are generated and sequenced and the obtained sequences (reads) are aligned to the genome. The number of reads that correspond to a given sequence stretch (hits) are counted (hitcounts). Several sequencing technologies are available that differ in sequence read-length and read-number. Our laboratory has so far only used Solexa/Illumina sequencing that produces a large number (~107) of short reads (36-72 bp). 

2.4.2 Databases and visualization tools

The genomic sequence and the hitcounts can be stored in a simple spreadsheet. It can also be envisaged to associate with the genomic sequence other features such as exon/introns, transcription start sites, transcription level etc. Rapidly, databases were developed that allowed for storage and visualization of such complex data. This type of applications are called Genome Browsers and they are in general organized as client-server type of application with a web-browser as graphical interface and a web-server as database server (UCSC browser
, Ensembl
, Gbrowse
). Quantitative and qualitative features can be visualized as annotations that are superposed with the genomic sequence. I decided to use Gbrowse for data representation.

2.5 Challenge: comparison of epigenomes
To compare epigenetic information, experimental data must be converted into numerical values for a given base position in the genome. This seems trivial but (i) this is fundamentally different from comparing genetic data were the identity or non-identity of bases is used as a measure, and (ii) experimental approaches can deliver different results as a result of different technologies or principles. Finally, (iii) statistical analysis tools are often not yet available. Until now, I have essentially used four techniques to quantify differences in epigenetic information: Combined Bisulfite restriction assay (COBRA) and bisulfite sequencing for the comparison of DNA methylation in specific loci. MS-AFLP was used to compare DNA methylation in anonymous loci of genomes that are not sequenced. N-ChIP, coupled with ChIP-Seq to compare histone modification levels in candidate loci and on a genome wide level. In order to analyze and compare DNA methylation data I have developed tools that were presented above (section 2.1.5) and that available for several years now. I will therefore focus on more recent work around ChIP-Seq in the following.

2.5.1 Build for speed, not for comfort: Alignment of ChIP-seq reads

There are several programs available that are capable of aligning massive sequencing reads to a reference genome. This new class of alignment programs are called “short read alignment programs” since the underlying algorithms are different from classical alignment programs that were designed to align and assemble reads of ≥100 bp. The different short-read aligners differ in the way they use the memory of the computers, and often the underlying algorithms are unknown to the user. From the user point of view, calculation time and output format are in general crucial for the choice of a particular program. Another, often underestimated point is the way duplicated sequences are handled. I have so far used four programs: ELAND, SOAP, BWA and CashX and will focus on these four in the following. ELAND (Efficient Large-Scale Alignment of Nucleotide Databases) was developed by Anthony J. Cox (Solexa). The Solexa procedure uses microscopy imaging for data acquisition. The images that are generated during the sequencing procedure are incorporated in the Genome Analyzer Pipeline software, which handles image processing, base calling, and sequence alignment. The algorithm that is used by the ELAND software aligns only to unique sequences in the genome. For 36 bp reads, the first 32 bp of each read are used to identify each sequence either as perfect match, 1-mismatch or 2-mismatches. Sequences with mismatches above 2 on the first 32 bp are ignored. This software generates text files (“eland files”). The classical eland format has one line per read and 9 colons indicating (1) flow cell and position on the flow cell, (2) the sequence, (3-6) perfect match or mismatch with positions, (7) matching contig or chromosomes, (8) position on contigor chromosome and (9) strand. This file format was changed recently and contains now also a quality score for each base.

SOAP (short oligonucleotide alignment program) (92, 93) was developed as an alternative to ELAND. The source of the initial version was available but became proprietary with version 2. SOAP accepts fasta and fastq files (an extension of the initial fasta format that includes quality scores) as input. As for ELAND, repetitive sequences are ignored but can be written into an output file (repeat filtering). Output is a text file with one line per aligned read and 11 columns: (1) flow cell and position on the flow cell, (2) the sequence, (3) quality score for each base (from fastq) (4) and (5) undocumented, (6) read length, (7) strand, (8) matching contig or chromosome, (9) position on contig or chromosome, (10) number of mismatches or read length if perfect match, and (11) type and position of mismatch. In parallel with SOAP, BWA (Burrows-Wheeler-Aligner) was developed based on the same, Burrows-Wheeler-Transform theory (94). A recent comparison of short-read alignment programs showed that BWA performs better in terms of used reads, while SOAP is faster (95). An important difference between SOAP and BWA is, that the latter will place reads that match to more that one site in the genome randomly. Output of BWA is in the Sequence Alignment/Map (SAM) format. This format has been adopted by many NGS tools. It is a text file with has 11 mandatory fields containing alignment positions and other types of information. The format is well documented 
.
CashX (96) was developed at Oregon university for the mapping of small RNAs but can be used in principle for any short-read sequence alignment. In contrast to the abovementioned programs, CashX makes used of MySQL databases and will also attempt to map repetitive sequences to the genome. Calculation time is therefore much longer.

2.5.2 Storage of DNA Methylation and Histone modification data

Once data on epigenetic status of genomic regions are generated they must be stored and put into relation with other information that concern the source and the environment of the biological sample, and information that relate to the particular genomic region of interest (annotations). As soon as the amount of information extends a certain limit, the use of databases is the method of choice to store and standardize this type of information. As already mentioned, for DNA methylation data I was the first to establish a database. This database is now active for about 10 years and still a reference database in this field. The database can be linked to a genome browser via the distributed annotation system (DAS) protocol. The database is curated by myself, and since recently environmental data are included. Essentially, my own data and data extracted from the literature are entered. Students from the University of Perpignan contribute through project work if they wish and if they qualify.

For the work on my current model, S. mansoni, I decided to establish a new system that is directly based on a genome browser as user interface and MySQL as database: Gbrowse 1.7 (97). Gbrowse allows representing histone modification profiles, gene expression data, gene structure as annotation layers along a genomic sequence. To add supplementary information I use a MySQL-based Wiki system (SchistoWiki). For security reason, these systems are accessible in-house only for the moment. Our database are linked via simple dynamically generated hyperlinkes to GeneDB and SchistoDB. It is envisaged to make this database accessible to the public and to integrate both databases more seamlessly into the bioinformatics toolbox of the laboratory.

2.5.3 Analysis and visualization of ChIP-Seq data

“Although many genome data analysis tasks can be accomplished with automated processes, some steps continue to require human judgment and are frequently rate limiting. Visualization can augment our ability to reason about complex data, thereby increasing the efficiency of manual analyses.” C.B. Nielsen (98)

An initial step in data analysis is often data representation or visualization that helps to develop abstract concepts and to propose hypotheses. Chromatin structure profiles can be represented as histograms along the genomic sequence representing the relative abundance of histone modifications as height of the histogram bars. This seems to be a trivial task, however, some important considerations are to be made before such a representation is meaningful. First, the resolution must be defined. Theoretically one can approximate the histone modification density down to the single-base resolution, but taking into account that a nucleosome is associated with roughly 150 bp, a minimal resolution of 150 bp is biologically more meaningful. Since the exact position of the nucleosomes on the genomic sequence is not known, two or three nucleosome length are generally considered as sufficient, even if there is some controversy. Second, the ChIP-Seq hit counts need to be normalized. The nucleosome density along the genome is not uniform. Active promoters, for instance, are known to have a low nucleosome occupancy (99). Absence of modified histones could simply indicate absence of histones. Then, the sequencing procedure and the alignment algorithms do not produce uniformely-distributed background. This is in part due to the inability of the short-read aligners to handle repeats. Consequently, simple massive sequencing of the input DNA without using an antibody and running the alignment and histogram generating procedure will produce a wave-like distribution of hitcounts. Some authors normalize their data by simply dividing the values extracted from ChIP-Seq by the values obtained with the input DNA only, in a sliding window along the genome. Others use quantitative PCR as anchoring points. So far, it appears that there is no consensus among the different laboratories how to normalize ChIP-Seq data and how to identify routinely regions that show differential histone modifications. The Computational & Mathematical Biology Lab at the Genome Institute of Singapore has developed in the last 2-3 years a number of tools that address this question
 and I have used their “ChIPDiff” software based on Hidden Markov Models (HMM) (100) to identify significant differences in H3K9 acetylation profiles between Schistosoma mansoni strains and developmental stages. HMM can be used to identify states that cannot be observe directly, that is, they are hidden, but they are part of a Markov process. Markov processes can be used to describe phenomena with a stochastic element. One of the limitations of the algorithm is that it used bin sizes of 1 kb (i.e. a resolution of roughly 5 nucleosomes). The tool might therefore miss some smaller regions with histone modification differences. 

From a technical point of view there is a third point to consider: histograms can be generated dynamically using numerical values that are stored in databases or in text-files such as General Feature Format (GFF)
. Such histograms can also be considered as something like an image that is displayed in parallel with the genomic sequence. An example of this type of format are Wiggle files. These are binary files that are generated through appropriate software and stored as an annotation layer. These files are machine-dependent and must be generated on the computer that serves the database (or on identical hardware). One of the software packages that I used to generate histone modification profiles as Wiggle files is FindPeaks
. 

Probability the biggest challenge in this field is today to establish procedures that reliably find epigenetic differences in a genome-wide scale by taking into account the distribution of nucleosomes, the heterogeneity of ChIP-Seq hit distribution in the input DNA, and the question of how to treat duplications. Given the interest in the field, such solutions will probably soon be available, replacing the home-made combination of different tools that are for the moment routine in most labs.

2.5.4 My contributions in this field

As outlined before, I was the first to create a database for DNA methylation data and this database was also the first DAS source for epigenetic that could be linked to Ensembl. I introduced large-scale chromatin structure analysis for S. mansoni and developed the bioinformatics pipeline and the Gbrowse system for our laboratory. After testing, I make data analysis tools available via the Galaxy graphical user interface
. Our local Galaxy system is only accessible in-house for the moment. The workflow and an example output is shown in figure 3.
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Figure 3: (A) Currently used workflow for the analysis of ChIP-Seq data. Eland and SOAP give similar alignment results, however, Eland is only accessible with the Illumina machine, SOAP is freely available. Both tools discard hits if they are found on multiple locations in the reference genome (repeats). The output of Eland can be used directly for FindPeaks. The SOAP output can be used for ChIPDiff. Since both output are text files they can be converted into each other with Perl scripts. The resulting text files can be processed by Perl scripts for sorting and counting. For visualization the hit counts are converted into histograms as Wiggle files of GFF files and loaded into Gbrowse. (B) Example of a region in which ChiPDiff has identified significant differences in the H3K9Ac profile between miracidia of two S. mansoni strains. Light blue profiles are for strain GH2, black profiles for strain BRE. There is weak acetylation in strain GH2. Analysis was done with Eland/FindPeaks and CashX and identical raw data. Eland/FindPeaks does not find any enrichment in GH2 while CashX identifies a few hits. The difference in the algorithms leads to somewhat different profiles but the general picture is similar.

3 Part 2: Epigenetics and Evolution

I have argued in the introduction that epigenetic information can affect  phenotypes. The importance of the epigenotype for the phenotype becomes immediately clear when we imagine a mammalian gene that is entirely intact on the level of the DNA sequence but whose promotor region is fully methylated. The chromatin structure around this gene will be condensed and the gene is not transcribed. Phenotypically, this is equivalent to a gene deletion. I will give in the following some examples for epigenetically "encoded" phenotypes and discuss phenomena of induced and heritable phenotypes that could have an epigenetic basis.

3.1 Examples of epigenetically defined phenotypes that are heritable through generations of individuals
When phenotypic changes occur and the new phenotype is heritable, one assumes in general genetic inheritance. Only when odd, i.e. non-mendelian, patterns of inheritance are observed, and scientific curiosity comes across one can hope for a more profound analysis of the phenomenon. The availability of the above detailed techniques for the study of the physical carriers of epigenetic information made it possible to detect, and in some cases induce, changes in the epigenetic information and relate these changes to the new phenotypes. In Table 2 I give some examples of phenotypes that are heritable through generations and for which the epimutation that causes the phenotypic change was identified
. 

Table 2: Examples of heritable phenotypes that are epigenetically encoded (based on table 6.1 in (101).

	Organism
	Phenotype
	Confirmed epigenetic information carrier
	References

	Aspergillus nidulans
	Fluffy phenotype induces by 5-azacytidine
	DNA methylation
	 (102)

	Petunia hybrida
	Transgene expression
	DNA methylation
	 (103)

	Oryza sative
	Induced dwarfism
	DNA methylation
	 (104)

	Triticum
	Expression of glutenin genes
	DNA methylation
	 (105)

	Linaria vulgaris (toadflax)
	Flower symmetry
	DNA methylation in the Lcyc locus
	 (106)

	Elaeis guineensis Jacq. (Oil palm)
	Manteled flower phenotype
	DNA methylation
	 (107, 108)

	Arabidopsis thaliana

	development of extra stamens at the expense of carpels in the flower
	DNA methylation in the SUP locus
	 (109, 110)

	Myzus persicae (aphid)
	Insecticide resistance
	DNA methylation
	 (111)

	Drosophila melanogaster
	Reporter gene expression
	Non-histone chromatin proteins (Fab-7) and Histone acethylation
	 (112)

	Mus musculus
	white tail tip
	zygotic transfer of RNA
	 (113, 114)

	Homo sapiens
	Hereditary non-polyposis colorectal cancer (HNPCC)
	DNA methylation
	 (115)


It is noteworthy that all examples concern either species of high economic importance (petunia, rize, wheet, oil palm, aphids) or model organisms (A. nidulas, fruitfly, A. thaliana, mouse). Both are extensively studied (for different reason). That DNA methylation was in general identified as the stable epigenetic marks has certainly to do with the fact that technically it the epigenetic information carrier that is the most easily to analyze. It is conceivable that if other species would be studied with similar attention, similar phenomena would be discovered. Some candidates are illustrated further on. 

It is still not clear how trans-generational epigenetic inheritance works. Epigenetic marks are erased during germ cell development and epigenetic reprogramming occurs during embryogenesis. Incomplete erasure of DNA methylation was observed in the female germline of mice in an intracisternal A particle (IAP) upstream of the agouti locus (Avy epiallel). Avy/A with a hypomethylated IAP have a yellow coat color, and a high predisposition for obesity, diabetes and tumors (116). However, transmission to the next generation is never 100%. At least one case of the transmission of an epimutation from the mother to her son was described for HNPCC (115). However, again transmission was not 100% since the other children  reverted to normal
. Very recent results indicate that H3K36 methylation participates in the transmission of information through the germline (117). Nevertheless, transmission of environmentally induced phenotypic changes from F0 to F1 and F2 does not necessarily mean that genetic or epigenetic changes had occurred. In mammals, for instance, exposing a gestating female of the F0 generation to a toxin, could have a direct effect on the F1 generation embryo and the germline of this embryo that will produce the F2 generation, so only affected F3 offspring point to  necessarily gametic trnamission. In males F1 offspring can be directly induced by exposing the father, while if paternal grandchildren are affected gemline epigenetic inhertnace can be suspsected. Hence, the possibility of direct induction has to be  For examples and discussion of transgenerational phenotypes of this kind see (118). 

3.2 Examples of environmentally induced, meiotically and/or mitotically heritable epimutations and the corresponding phenotypes
We have seen in the previous paragraph that epigenetically encoded phenotypes can be transmitted through between generations, i.e. can  be transferred  through the germline. Some of these phenotypes may be  remarkably stable. A now classical example is the case of flower symmetry in Linaria vulgaris. The phenotypes caused by the epimutation was observed more than 250 years ago and specimen are conserved in botanical collections (106). One might wonder how the epimutation occurred in the first place, and it is not ruled out that repeated induction may have been involved in the production of the phenotype during the last 250 years. It is possible, and even probably that epimutations take place randomly. However, in a number of cases, it is now known that the environment can induce changes in the epigenotype. Verhoeven exposed genetically identical dandelion (Taraxacum officinale) plants to different stress factors and analyzed the resulting DNA methylation changes in the F0 and F1 generation by MS-AFLP. Spontaneous epimutation rate was 7.5% and increased 2-3 fold upon stress treatment. Transmission fidelity of epimutation from F0 to F1 was 80-90%. The phenotypic changes were not mentioned in this case (119) In Table 3 further examples of phenotypes that are, at least in part, epigentically encoded and that can be induced by changes in the environment. Not all cases in Table 3 show between-generation  epigenetic ienhrtance but all show that environmental changes can lead to persistent developmental changes.
Table 3: Examples of  phenotypes that are induced by environmental changes and that are epigenetically encoded. Between-generation epigenetically inherited are indicated by a * 
	Organism
	Phenotype
	Confirmed epigenetic information carrier
	Environmental stimulus
	Ref.

	Apis mellifera (honeybee)
	Queen
	DNA methylation (e.g. in dynactin locus)
	Feeding with gelée royal
	(120)

	Mus musculus*
	Fur color
	DNA methylation in IAP upstream of agouti (hypomethylation)
	nutrition
	(121, 122)

	Rattus norvegicus
*
	Expression of glucocorticoid receptor (GR) and brain- derived-neurotrophic factor (BDNF)
	DNA methylation in exon 1-7 of GR and exon IV of BDNF;
*Not gametically inherited; rexonstrucgtion of maternal behavior in daughters. 
	Maternal care
	(123, 124)

	
	
	DNA methylation alterations in the sperm of F3 generation* (gametic)
	F0 generation mother exposed to vinclozolin, a fungicide used in vineyards
	(125)

	Homo sapiens
	Tissue-specific gene expression of SerpinB5
	DNA methylation in 5’end of the gene
	Developmental signal
	(126)

	
	Cell-lines lack enzymatic activity that can be restored by DNA-methyltransferase inhibitor treatment
	DNA methylation
	Probably in-vitro culture
	Reviewed in (127)

	
	Cancer
	Genome wide aberrant DNA methylation
	Carcinogenesis ancerogenes
	Reviewed in (128, 129)

	
	Cancer
	Aberrant DNA methylation in specific loci
	Smoking, asbestos
	 (130)

	
	Skin aging
	Aberrant DNA methylation in specific loci and genome wide
	Sun exposure
	 (131)

	
	Higher risk for allergy, diabetes and leukemia (correlative)
	higher global DNA-methylation in leucocytes until postnatal day 3-5 
	Delivery by Caesarean section
	(132)


More examples of induced and heritable phenotypic changes that have probably an epigenetic basis can be found in Jablonka & Lamb p. 135 (101
). Most of the above mentioned epigenetic changes take place as a result of changes in the abiotic environment. However, phenotypic changes can occur in response to the biotic environment, i.e. species interaction. Some of these phenotypic changes can be increase the fitness of the organism (“adaptive phenotypic responses”) and several examples are listed in (133). In addition, and not listed here, there are reports of changes in the epigenetic status as a result of environmental factors that are not associated with a phenotype or for which such association is so far unknown. It was shown for instance, that global DNA-methylation is higher in infants delivered by Caesarean section than in infants who were vaginally born (132). It is known that these newborns later in life show a higher risk of developing common diseases and it is tempting to speculate about the link to the early epigenetic change in response to the stress at birth.

3.3 “Dauermodifikation” and  genetic assimilation
The term “Dauermodifikation” was coined by Victor Jollos
 in the 1920s (135) and could be translated as "lingering modifications" or enduring modifications”, that is to say phenotypic changes that occur as a result of an environmental change, that are transmitted to the next generations but are gradually lost if the environmental stimulus is removed. Jollos initially described resistance to high temperature, high salt concentrations or toxins in pure lines of Paramecium (135). Other examples are defensive spikes in Daphnia sp. (136), aberrant phenotypes in Drosophila melanogaster (137, 138), 
, and resistance against Hycanthone in Schistosoma sp. (140). Jollos made a clear difference between “gene mutations” and “Dauermodifications”. The latter would always be reversible and would (as he thought) not be converted into a gene mutation. He believed that the environment affects primarily the cytoplasm, and secondarily the nucleus. Nevertheless, he concluded from his data (especially with Drosophila) that directed (one would today say adaptive) gene-mutations could occur. It should be noted that there was considerable discussion in that time and that others obtained different data with the same model system. Plough and Ives for instance stated that their findings “show no specific effect of temperature, either on modifications, or on mutations, nor is there a significant correspondence between the two” (141). Later, phenotypes that are already encoded by the genotype but never expressed were called cryptic phenotypes (142). 

In the human blood-fluke Schistosma mansoni, the induction of a Dauermodifikation (resistance to an antischistosomal drug Hycanthone) by a single exposure to the drug was described (140). Resistance was maintained through the first seven generations and became metastable in the subsequent generations (i.e. some lines lost the resistance others maintained it).

In some cases we can have  an educated guess as to  the information carrier could be. In a now classical experiment, which involved enviroenemtnal induction but did not involve lingering modifications, Conrad H. Waddington
 heat-shocked  pupae of genetically heterogeneous Drosophila melanogaster . Since the early 20th century such heat treatment at day 5-6 of the Drosophila development was known to induce new phenotypes. Waddington observed the induction of a cryptic phenotype (crossveinless) and could select for this phenotype until it was fixed in the population, i.e. persisted without heat treatment. In his words “genetic assimilation” occurred (139). = Recently it was shown that heat-shock protein Hsp90 interacts with chromatin modifying enzymes (144) and this interaction could be the physical link between heat-shock and the release of epigenetic control of cryptic phenotypes. Waddington’s original data are not anymore available but it is conceivable that he observed in fact a general increase in phenotypic variability in the treated fly population, but selected for a single, easily observable phenotype.
The way in which genetic assimilation works in Waddington experiments can be described as follows: Imagine that two genetic loci, A and B affect the expression of the trait (wing development). Each locus has two alleles: locus A: alleles A1 and A2;  locus B:  alleles B1 and B2. The gametes (sperms and eggs) have one allele of each gene, and the individuals are the result of the unification of the gametes (see table).  Only phenotypes with two or more type-2 alleles (grey squares) can respond to the  heat shock by producing cross veinless wings, and only a genotype with 4 type-2 alleles (A2A2B2B2, dark gray) has constitutive cross-veinless expression. If  p, the frequency of A2 and B2 alleles, is 0.1, and q, the frequency of A1 and  B1 alleles, is 0.9, then the overall frequency of genotypes with two or more type-2 alleles will be 6p2q2 + 4p3q + p4 = 0.0523 
Selection for the inducible genotypes (grey squares, ~ 5% at the very beginning of the experiment according to our above assumptions), increase the frequency of  type-2 alleles in the population, and hence increase the  probability that the initially improbable A2A2B2B2 combination will be formed 
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 Although there was no epigenetic inheritance in Waddington's  experiments, but rather selection for new combinations of alleles that led to a constitutive cross-veinless phenotype, it seems likely that the heat shock treatment exposed alleles whose chromatin structure or protein products were particularly  affected by the concentration of Hsp90, and that the artificial  selection led to the construction of such susceptible alleles in several loci leading eventually to a constitutive phenotype.    

One might now wonder if all these examples of epigenetically defined phenotypes, and phenotypes that occur and are sometimes inherited without change in the underlying genetic information are exotic outsiders, expressions of mother nature eccentricity, or rather the tip of the iceberg that even the untrained eye is able to see, while the whole mass of material needs more careful investigation. I will argue in the following that the epigenetic inheritance system has evolved because it accelerates adaptive evolution in  eukaryotic organisms with relatively low effective population sizes. 

3.4 How epigenetics could help evolution
We have seen above that (i) epimutations can produce new phenotypes, (ii) that changes in the environment can lead to changes in the epigenetic information, (iii) that some phenotypes can be inherited as Dauermodifikation and finally (iv) that epimutations can be transmitted through the germline. To paraphrase Dobzhansky  I suggest that “Nothing in epigenetics makes sense except in the light of evolution.” Adaptive cumulative evolution relies on selection and selection can only act on phenotypes. If in a population no new phenotypes are produced, selection cannot act and adaptive evolution is impossible
. For Darwin, a central point of his theory was how phenotypic variability, i.e. appearance of new phenotypes was generated.

3.4.1 Hypothesis 1: Induction of phenotypes

One could imagine that a particular environmental stimulus changes chromatin structure in particular genomic region, leading to permanent silencing or activation of the genes that are located in this region. Genome-wide studies have now revealed data that correspond to this type of epigenetic editing, leading or being associated with phenotypic changes. (130, 131). However, if this type of induced phenotype would be entirely adaptive and in addition heritable, we would see much more rapid adaptation to environmental changes
. In addition, epigenetic transgenerational processes requires the modification of the germline to allow the transmission of an epigenetic changes between multiple generations. The capacity of environmental factors to promote alterations in the epigenome has been observed for somatic tissues, but should be less common for the germline due to the short developmental period in which the germline is sensitive to reprogramming. Although there is one clear case showing specific and environmental heritable epigenetic induction in the Monkey flower, this may be relatively rare case.  

3.4.2 Hypothesis 2: Induction of phenotypic variability and mutational genetic assimilation
I am in favor of a second hypothesis in which an environmental stimulus during precise periods of the (embryonic) development can lead to the random induction of phenotypes that are already encoded by the genotype but never expressed (cryptic phenotypes) through changes in the chromatin structure. This would lead to an increase of epigenetic variability (or diversity) in a population and consequently to an increased phenotypic variability. Increasing phenotypic variability means in this context  concomitant decrease and increase of expression of genes in a population. Since the phenotype is dependent on the epigenotype, epigenetic variability will have an effect on phenotypic variability. Pál and Miklós developed a theoretical model (145) predicting that phenotypic variability increases if (i) epigenetic variability is high, and (ii) epigenetic memory m is high. Epigenetic memory m describes the capacity to transmit the epigenetic information from one generation to the other (0≤m≤1). Here, "generation" means cell generation (e.g. cell divisions in a tissue) or a generation of individuals. For DNA methylation in human lymphocytes for instance, m is close to 1 (m = 0.96 (146)) during mitosis. If m = 0 no epigenetic information transmission occurs and phenotypic changes beyond the limits of phenotypic plasticity require changes of the genotype. Again, theoretical considerations predict m to be low if the effective population size Ne is large (147). Indeed, the only organisms in which no clear epigenetic mechanisms have been identified so far are bacteria (and viruses), i.e. those with very large Ne
. Instead, these organisms can increase phenotypic variability by induced increase of the mutation rate (148).

The relation of fitness W to all n phenotypic characters x of the individuals in a population can be imagined as an n-dimensional fitness space or adaptive landscape (149). If we consider a population that is located at a fitness maximum in an adaptive landscape it is evident that every change in the phenotype will decrease the fitness of this population. In this situation, there will be strong selection against a large phenotypic variability. Conversely, at a position where the adaptive landscape is concave, increasing phenotypic variability is advantageous for the population (145). We hypothesize that the safest way for populations with low Ne to increase the phenotypic variability is in fact to increase epigenetic variability but to keep the genotype constant (Figure 4).
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Figure 4: Graphic representation of the hypothetical frequency distribution f(x) of a phenotypic character x in a population after changes in the environment that lead to changes in the epigenotype in organisms with EIS (dotted line) and without EIS (full line).

Very recently, the Pál and Miklós theory found support by a numerical model elaborated by Klironomos, Berg and Collins (personal communication). In their without a priori model, they found that if a species has two inheritance systems, the low-fidelity (epigenetic) inheritance system allows a phenotype to explore the fitness landscape, and only when the epigenetically coded phenotype is installed in the fitness maximum, the high-fidelity (genetic) system follows. In the older terminology this “catching-up” would correspond to classical (Waddingtonian) or mutational genetic assimilation of the phenotype, which can occur in pure and inbred lines. Mutational epigenetic assimilation occurs when random genetic mutations that simulate and stabilize the epigenetic change are selected. In both models – the analog Pál and the numerical Klironomos model – an early observation in adaptive evolution would be increased epigenetic variability in a population. Given the impact of the epigenotype on the phenotype, the conclusion that increased epigenetic variability leads to increased phenotypic variability appears logical. However, comprehensive analysis of this relation is rare, or data are not published in a way that allows for a retrospective analysis. In addition, in many cases, for instance in population of cancer cells  that are compared to the population of surrounding normal cells, the measurement of phenotypic characters in single cells is technically difficult. We have used populations of larvae of Schistosoma mansoni to study the relation of epigenetic and phenotypic variability and I will describe the results of these experiments  in more detail  in section 4.2.

In contrast to phenotypic characters, epigenetic variability can be measured relatively easily in cell populations using DNA methylation. Aberrant changes in DNA methylation patterns are an early event in carcinogenesis. Carcinogenesis can be understood as an evolutionary process, and here I will consider tissues as cell populations and cancer cells as an infra-population within normal cells that evolves, even though eventually to the detriment of the host organism (150-152). It is interesting to note, that  during the early search for epigenetic cancer markers, strong epigenetic variability was discovered (153). Moroever, bisulfite genomic sequencing and  microarray data has provided  additional information about the epigenotype. These data show that variability of CpG methylation is much higher in cancer cell populations compared to normal somatic or embryonic cells (e.g. (154)). It is accepted today, that several markers should be combined for a reliable diagnosis, and  that a change in DNA methylation but not necessarily the precise nature of the change  indicates tumor development. 

In my laboratory we have analyzed by msAFLP DNA methylation in populations of salmons Oncorhynchus mykiss that were raised in the wild or in a hatchery environment (50). In 18 fishes from the wild and 17 from the hatchery environment we scored 141 bands for HpaII (blocked by methylation C5mCGG) and 159 for MspI (methylation insensitive). About 60% of bands showed evidence of a methylation. 80% and 83% (hatchery and wild) of HpaII bands were polymorph, but only 72% (H) and 76% (W) of the MspI bands. This indicates that epigenetic variability in the tested populations exceeds genetic variability.

A similar observation of higher epigenetic variability was made in plants: comparison of DNA methylation of 150 loci in 20 cultivars of cotton by msAFLP has shown that 67% of the loci had differences in DNA methylation patterns (155). In contrast, an earlier study of genetic polymorphism found only about 22% of RFLP bands to be polymorphic (156). 

In conclusion, compared to genetic variability, epigenetic variability is apparently larger.

For some epigenetic phenomena character frequency data and matching epigenetic data are available: in yellow (Avy/A) mice, transcription is controlled by DNA methylation in the upstream IAP. This methylation is influenced by environmental parameters, in particular the diet of the mother. We have reanalyzed the original data (121, 122) and found that indeed the shape of the frequency distribution curve for the fur color changes upon changes in diet or treatment with drugs that interfere with the epigenotype. 

While there are only few experiments  that unambiguously relate epigenetic variability and phenotypic variability, the  data fit well into our model in which phenotypic variability is influenced by epigenetic mechanisms that modulate gene expression from a relatively stable genotype. I hypothesize that there is a logical link between the fitness advantage generated by  an EIS that increases phenotypic variability under conditions of stress, and the evolution of biological systems with EIS. I believe that an important factor in the contribution of EISs to adaptvie evolution is through  the epigenetic control of gene duplications.

3.5 The scenario
The above outlined ideas can be assembled  into the following scenario:

1) Environmental stress induces either epigenetic variability and/or specific epimutations

2) The epigenetic changes translate into phenotypic variability and/or specific new phenotypes

3) Selection acts on the new phenotypes and the population approaches a maximum in the fitness landscape

4) subsequent generations reproduce mechanisms 1) and 2) until the fitness landscape become concave or the environment stops changing

5) epimutations are fixed as new mutations (mutational genetic assimilation) and populations colonize the new fitness maximum

The debate whether heritable characters are induced by the environment or whether they occur randomly and are subsequently selected is not new. In 1951, in order to differentiate between “spontaneous (genetic) mutation and natural selection” and “directed mutation” the Lederbergs had designed their now famous experiment using replica plating of bacterial colonies from non-selective support to Petri dishes with selective media (157). Their work gave results in favor of the spontaneous mutation, i.e. a genetic variability (diversity) based mechanism. A similar experiment can be imagined using eukaryotic organisms with an EIS, where clonal populations would take the place of Lederbergs bacterial colonies.

3.6 How it could work: Duplicated genes
3.6.1 The principle

An increase of phenotypic variability corresponds to concurrent decrease and increase of expression of genes in a population. In the case of decrease of gene expression, the promotor region of a gene could become heterochromatic and as a result, expression from this gene is attenuated or the gene is shut-off. 

It is more complicated to imagine how increase of gene expression by epigenetic means could be accomplished. Active genes are already located in transcription competent euchromatic compartments, and consequently their activation by euchromatization is impossible. Euchromatization can only lead to increased gene expression if a locus is heterochromatic. Unless we assume suppressor elements for each gene that could epigenetically be silenced and whose inactivation in turn allow for increased gene expression, an alternative hypothesis for epigenetic activation of transcription is necessary
.

I propose that  one important way in which  epigenetically induced over-expression of genes that is part of the increasing epigenetic variability nmay be the consequence of  the activation of cryptic loci, or in other words the euchromatization of duplicated loci that reside under normal circumstances in the heterochromatin. The principal ideas are summarized in Figure 5. Gene duplications have long been considered as a principal way to provide material for evolutionary processes (158). Recent surveys of the human population support the idea that duplication of genomic segments is a continuously occurring process (159). Duplication events lead to partial aneuploidy that in the case of actively transcribed genes would be expected to have an adverse dosage effects. In my hypothesis, dosage compensation is achieved either by deletion of the supplementary copy or by its  heterochromatization. In the latter case, a cryptic copy is generated that is inactive (this dosage compensation is achieved) and coincidently provides material for evolution. The following examples provide evidence for such deletion/heterochromatization events after duplications.
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Figure 5: Schematic representation of the possible link between sequence duplication, epigenetics and evolution of new functions

3.6.2 Duplicated loci are often under epigenetic control

Hybrid formation of plants is characterized by duplication of the parental genomes. If the parental genomes are different, the F1 generation shows allopolyploidy, and the degree of sequence elimination and epigenetic changes can be measured. Amplified fragment length polymorphism (AFLP) was used to estimate the degree of sequence elimination in wheat hybrids and it was shown that 14% of the parental genome was eliminated in the F1 generation (160). The same study revealed that not only elimination had occurred, but in 13% of the F1 genome DNA methylation had changed upon hybrid formation. Similar results were obtained for Spartina, where 30% of the allopolyploid genome changed DNA methylation status (47), and in Arabidopsis (8 % methylation polymorphism) (161). Epigenetic changes other than DNA methylation were not addressed in these studies, and I suggest that in fact much more epigenetic silencing occurred though additional EISs. In extreme cases, one parent genome can be almost fully silenced in F1 hybrids, i.e. despite the presence of both genomes the offspring resembles only one parent (uniparental phenotypic dominance). In Hordeum vulgare x Secale africanum crosses for instance, the Secale chromosomes are always displaced to the nuclear periphery (162), a location that is heterochromatic. In some cases of hybrid formation, highly competitive invasive species are generated. It is known that invasiveness (i.e. approach of fitness maximum) can emerge after a delay and sometimes only many years after the initial duplication event (163). While it is not excluded that environmental factors play a role in this process, it is appealing to propose that this delay is actually due to epigenetic changes that take place during this time. It would be interesting to analyze genome-wide DNA methylation changes in material from such plant hybrids, e.g. in historical collections of botanical gardens.

Another type of duplication events leads to so-called pseudogenes. They are a particular type of duplicated loci that are characterized by their resemblance to known genes. They are in general not transcribed. If  gene duplication leads to heterochromatization of one copy, then most pseudogenes should be epigentically silenced. A recent review of genome-wide DNA methylation in A. thaliana has indeed shown that promotor regions of “non-expressed genes” and “pseudogenes” are highly methylated and consequently silent. In mutants that lack virtually all CpG and much of CpN methylation (met1), 74 % of the pseudogenes were transcribed, showing that their inactivation is indeed due to epigenetic silencing (164). In many insects, overproduction of esterases is a common mechanism of resistance to organophosphate insecticides. Resistance in the mosquito Culex pipiens and the peach-potato aphid Myzus persicae, for instance, is in general associated with the occurrence of multiple copies of the corresponding esterase genes (165-167). In M. persicae, duplication of carboxylesterase gene E4 is apparently always associated with translocation from chromosome 1 to chromosome 3. The amplified E4 gene is transcribed when 5-methylcytosine (5mC) is present in and around the gene. In revertants, that loose resistance spontaneously, the duplicated E4 loci are silenced when this methylation is lost (111, 165, 166), but transcription can reactivated in a small number of offspring that show higher esterase levels and that are selected when exposed to insecticides. The peculiarity in this case is that high DNA methylation of the gene is necessary for transcription, which is the inverse situation compared to vertebrates and plants. It is possible that this methylation is in fact 5-hydroxymethyl (5hmC), which could have an activating effect by replacement of 5mC (5mC and 5hmC are not distinguishable by bisulfite sequencing but 5mC binding proteins can probably not bind to 5hmC). Whatever the exact molecular mechanism, this is a clear example of epigenetic (in)activation of duplicated genes in insects. In mammals, despite several large-scale epigenetic studies, relatively little is known about the epigenetic state of duplicated loci. This stems from the experimental procedures that were used in most studies and that were not intended for the analysis of very similar DNA sequences. Essentially, duplicated loci are carefully avoided in these studies. Nevertheless, for a few duplicated loci, the epigenetic status is known: in human, the pericentromeric region is highly enriched in long stretches of segmental duplications (168, 169) and for a number of human genes in these regions (SLC6A8, ANKRD21, BAGE, TPTE) I have analyzed the methylation status. I have shown that DNA of duplicated loci that reside in this region is highly methylated and the loci are in general transcriptional silent. In contrast, the original copy is hypomethylated and can be transcribed (62, 170). Only during carcinogenesis and spermatogenesis the duplicated genes lose methylation (i.e. the heterochromatic compartment becomes transcriptionally competent).

3.6.3 The example of the pericentromeric segmental duplication of human chromosomes

When in the course of the human genome project more and more sequence data became available, it became apparent that large segments of the genome were duplicated. One of the first examples described in detail were two paralogous segments of chromosome X and 16 (171). I studied several of the genes in these regions. Among those, was the creatine-transporter gene SLC6A8 that is located in Xq28. The gene is expressed in tissue specific manner and the associated CpG island (CGI) is not methylated. The duplicated autosomal copy (ψSLC6A8) has a similarity of 95% with SLC6A8, resides in the pericentromeric region of chromosome 16, and is not transcribed in somatic tissue. During spermatogenesis, its highly methylated CpG island becomes hypomethylated and the duplicated locus is activated (62). When the entire human genome was present as a draft version, such duplicated regions were identified in the pericentromeric region of every chromosome and baptized “segmental duplications” (168). In these regions the BAGE family of genes is localized. BAGE (B melanoma antigen) genes were generated by duplication and translocation of part of the MLL3 gene on chromosome 7 to the pericentromeric heterochromatic compartment of chromosome 21 or 13, exon shuffling and further duplication/translocation events to pericentromeric regions of other chromosomes (172). CpG islands of BAGE genes are highly methylated in all analyzed loci (170). A further example is TPTE: copies of human TPTE (coding for a putative transmembrane phosphatase) map to the pericentromeric regions of several human chromosomes. There is only one orthologous gene in the mouse genome mapping to a region that is syntenic to human 13q14.2-q21. This euchromatic chromosomal region contains a divergent TPTE sequence that represents probably the ancestral locus from which the other copies arose through duplication and translocation events (173). Except for the testis, human TPTE loci are highly methylated (170). To give a last example, I’d like to mention the POTE gene family. Members of this family e.g. ANKRD21, map to the pericentromeric regions of many human chromosomes and to the long arm of chromosome 2 (2q21). Phylogenetic studies have identified the original locus on the short arm of chromosome 10 (ANKRD26) from which the POTE loci were generated by duplication and translocation (174). All pericentromeric copies are transcriptional silent. We have shown that the locus on the chromosome 21 is methylated which is probably true for all pericentromeric copies (170). The locus in 2q21 provides an interesting example of further evolution of duplicated heterochromatic loci and is discussed in the next section.

3.6.4 The example of the POTE gene family

The human ANKRD (or POTE) gene family can be subdivided into 3 groups based on sequence similarity. The members of group 3, POTE-2α, 2β and 2γ are located on the long arm of chromosome 2 (2q21) and in contrast to the pericentromeric copies these loci are transcribed in  tissues other than the testis (in prostate, ovary and placenta) (175). The long arm of chromosome 2 arose from a telomere-to-telomere fusion of two ancestral ape-type chromosomes in 2q12-14 (176, 176). Phylogenetic analysis of the POTE family of genes indicates that group 3 was formed before the separation of apes and old-world-monkeys (macaque and baboon) (177). I have shown that the DNA of the pericentromeric copy of POTE-21 (ANKRD21) is hypermethylated. This is probably the case for all pericentromeric POTE loci. By in-situ hybridization, under low stringency conditions with two alphoid DNA probes Avarello et al. detected signals on the long arm of chromosome 2 at approximately q21.3-q22.1 (178). These findings indicate that the ancestral centromere was located here and that the entire pericentromeric region or parts of it (including POTE-2) underwent euchromatization after the fusion event
.

3.6.5 The example of the surface antigens of eukaryotic parasites

Host-parasite systems provide an interesting model for the study of adaptive evolution. In these systems, selective pressure is high and once inside the host, the population size of the parasite is small. The outer surface of the parasite is in direct and permanent contact with the host cells and body fluids. Even if the parasite enters inside a cell (such as Plasmodium sp.) it will modify the surface of this cell and eventually will be exposed to the virulent attacks of the immune system. Consequently, all of these parasites have evolved systems to modulate the composition of their outer surface. In eukaryotic parasites, these systems rely on the selective activation of genes that code for surface antigens. These genes are members of large gene families generated by duplication, and in general epigenetic mechanisms are involved in selective activation and/or silencing of specific loci.

3.6.5.1 Yeast adhesins

Adhesion of yeast cells to organic and inorganic surfaces depends on specialized surface proteins called adhesins. Pathogenic, but also saprophytic yeast species, possess families of adhesin genes that provide them with the capacity to adapt to a variety of surfaces. Saccharomyces cerevisiae, for instances, has a group of adhesin genes called FLO (for flocculation) with at least 5 members. Candida albicans and C. glabrata have the ALS (“agglutinin-like”), EAP (“enhanced adherence to polystyrene”) and EPA (“epithelial adhesin”) gene families. These adhesin genes are typically found in the subtelomeric regions. Specific adhesin genes are activated in response to environmental changes (e.g. changes in carbon and nitrogen source, change in NAD+ level) but precise expression patterns show variability between cells in the exposed population. This variability is due to epigenetic mechanisms. For instance, when a clonal population of S. cerevisiae cells is placed under conditions that lead to the induction of the adhesin gene FLO11 in most cells, some cells fail to express FLO11 (reviewed in (179)). The expression status is inherited as a Dauermodification but metastable, i.e. some cells switch between states.

3.6.5.2 Trypanosoma cruzi mucins

T. cruzi is a flagellate protozoan and the agent of Chagas disease, the most important parasitic disease in Central and South America. The parasite is spread during the blood meal of insects of the Triatominae subfamily (“kissing bug”) and gains access to the blood stream by scratching of the wound. The major surface components of the parasite body are mucins that serve to attach to the cells of the host. The proteins are encoded by two large gene families: TcMUCI and TcMUCII with a total of 844 members (~4% of all predicted T. cruzi genes) (179). Most mucin genes are located in the subtelomeric regions. After the transition from the insect-dwelling to the mammal-dwelling stage a different, new set of mucin genes is activated. In the insect host, the mucin coat is composed of a small number of homogenous mucins, while in the mammalian host, the mucin coat is heterogenous (180, 181). Consequently, in the insect, the majority of mucin genes are silenced through an unknown mechanism. Very little is known about the epigenetic mechanisms in T. cruzi. Histones are present, but histone H1 has structural differences to higher eukaryotes and the parasite chromatin is unable to condense into the 30 nm fiber (reviewed in (182)). DNA methylation occurs (5-methyl-cytosine was detected) and histone modifications occur (182), but further work is needed to clarify their functional importance.

3.6.5.3 Trypanosoma brucei surface antigens

African trypanosomes (e.g. T. brucei) are flagellated unicellular parasites that cause African sleeping sickness in humans. They are transmitted through the bite of the Tsetse fly. Many mammals are hosts. The parasites have a surface coat composed of variant surface glycoproteins (VSG). The VSG is the only antigen that the host can target and each trypanosome expresses only one VSG at a time despite having a huge repertoire of 1,250-1,500 VSG genes and pseudogenes. These genes and associated elements comprise about 20% of the Trypanosoma genome. Periodic changes in the expressed VSG gene allows for changes in the VSG coat. VSG genes are expressed only when present in specific subtelomeric locations, called the metacyclic expression sites (MES) and bloodstream expression sites (BES). All or most of the 25 MES are active in the mammalian host immediately after infection, but are quickly silenced as the parasite switches to activation of one of the roughly 20 BES present in the genome. For antigenic variation to be successful, only a single VSG gene must be expressed at a time, and all other VSG must be silenced. This transcriptional switching occurs at a rate of 10-2 switch/cell/population doubling and is achieved by two mechanisms: periodically, VSG genes outside the BES are transferred to BES by a RAD51-dependent recombination mechanism. The second mechanisms, a switch between silencing and activation of different BES is not understood. The subtelomeric location suggested that heterochromatin extension from the telomere might be responsible for silencing, but recent findings indicate that heterochromatization is not the cause but rather a consequence of silencing. It is interesting to note that an unusual modified base, β-D-glucosyl(hydroxymethyl)uracil (J), is found in the BES sequences, but only when the expression site is inactive (183-185). It could be that transcription switching occurs via an unknown mechanism and that the silent BES are locked by epigenetic mechanisms.

3.6.5.4 Plasmodium falciparum surface antigens

The human malaria parasites, Plasmodium falciparum, P.malariae, P. ovale and P.vivax are unicellular eukaryotes with a life cycle that includes an asexual erythrocytic stage associated with the disease in the human host. P. falciparum that is the agent of the most severe form of malaria, has a reservoir of genes coding for surface antigens, of which only one is expressed at a time. The best-characterized family of variant antigens is the PfEMP1 family which is encoded by the var gene family. Each parasite genome contains about 60 var loci, which are clustered in part in the subtelomeric regions. PfPEMP1 proteins are exported to the surface of the infected red blood cell and serve to attach the infected cell to host epithelia, thereby sequestering it from immune surveillance such as spleen passage. Frequent recombination events generate var allele diversity, but recombination is not used to switch genes on and off (as in Trypanosomes). Instead, epigenetic silencing is used to restrict expression to a single locus. The laboratory of A. Scherf has developed a working model for the selective silencing of the var loci: initially all loci are found in the heterochromatic nuclear periphery. Heterochromatin is maintained by a high local concentration of PfSir2 (silent information regulator) protein that has HDAC activity. Active var genes move to an adjacent euchromatic region, histones in the promotor region become acetylated and transcription from a strong 5’ promotor maintains the permissive chromatin state. A secondary promotor in the first var gene intron competes for the transcription factor but in general do not manage to successfully recruit it. In rare random events, this alternative promotor is however activated and induces transcription of the rep20 repeat, producing a non-coding RNA that induces heterochromatin formation around the transcription site. The active var gene is heterochromatized, transcription goes down and the locus moves back into the periphery of the nucleus. The activation cycle starts again (186). It remains enigmatic, how the active and/or inactive var loci are counted, nevertheless, the principle is clear: silent loci are inactivated by association with heterochromatin (reviewed in (179, 183, 186)). 

3.6.5.5 Schistosoma mansoni polymorphic mucins

Helminths are parasitic worms that are the most common infectious agents of humans in developing countries. They generate a global disease burden that exceeds those of malaria and tuberculosis. The most common helminthiases are caused by infection with intestinal helminths, ascariasis, trichuriasis, and hookworm, followed by schistosomiasis and filarial nematodes. Schistosoma mansoni is the causative agent of one of the most severe human schistosomiasis: intestinal bilharziosis. The parasite is an eukaryotic metazoa and its lifecycle involves passage through a mollusk as intermediate host in which clonal amplification occurs: infection with a single individual larvae (miracidia) can produce ten-thousands of cercariae. Our laboratory has recently discovered and characterized a class of mucin-like proteins that are in the core of the interaction with the invertebrate host (187). Their exact function is still elusive, but we know that they interact with somatically diversified molecules of the snail immune system, FREPs (188-190). The particularity of these proteins is that they are highly polymorphic, that they are produced from a relatively small number (~10) of very similar genes belonging to the same family, and that polymorphism generating processes act on several levels (genomic, transcription, splicing, post-translational). At the same time, in a given population, the repertoire of combinations is restricted and characteristic for a given strain of S. mansoni. We called the polymorphism generating principle a “controlled chaos” and the family of genes S. mansoni Polymorphic Mucins (SmPoMuc) (191, 192). We know from sequence analysis that recombination occurs in the genes and produces mosaic genes and regularly new alleles, but we do not know what triggers these recombination events and with which frequency they occur. In addition to this genetic basis of phenotypic variation, we also have preliminary evidence that epigenetic mechanisms play a role in the production of SmPoMuc variants: treatment of larvae with the HDAC inhibitor TSA increases the transcription level, leads to the production of more variants, and new variants (193). It seems that repertoire of combinations that is characteristic for each strain of S. mansoni can be enriched by epigenetic mechanisms.

The list of parasites and their mechanisms to generate variants in surface antigens is not exhaustive. For further examples one might consult some of the excellent reviews that are available (e.g. (194)). It appears that in all these parasites that – I’d like to emphasize - are under strong selective pressure, the mechanism for switching periodically between surface proteins or to generate surface coats with a large and variable antigen spectrum has two things in common: (i) all surface proteins are encoded by multi-gene families, i.e. they have been generated (or are still generated) by gene duplication events, (ii) the transcriptional inactive members of the gene families reside in the heterochromatic compartments of the genome (regardless of the mechanism that is used by the cell to transfer them into this compartment). 

3.6.6 My contributions in this field

For four duplicated human genes, I have proven that pericentromeric copies are highly methylated and heterochromatic in normal somatic tissue. Their chromatin structure status is the reason for their transcriptional silencing. If the chromatin structure changes, these genes are in general transcribed and expressed as proteins
.

We could also show that the transcripion of the S.mansoni genes SmPoMuc is influenced by HDAC inhibitors (193). Very recent results indicate that the promotor regions of the genes are similar in different strains of the parasites, while their chromatin structures are different. Consequently, transcription differences could be – at least in part - the result of chromatin structure differences. 

3.6.7 Conclusion

All the above-mentioned examples provide experimental evidence for the recently proposed “epigenetic complementation model” of Rodin and Riggs (147, 195, 196). Based on theoretical models and a comprehensive analysis of base composition and genomic location of duplicated loci (gene/”pseudogene” families) – but not their chromatin state - the authors predict that (i) for small effective population sizes Ne epigenetic silencing favors evolution of extra genes, and (ii) that translocated duplicates survive, while stationary (probably tandem repeated) copies  degenerate into pseudogenes.

We conclude that theoretical models, experimental evidence, and plausibility, support our view that gene duplication leads either to deletion and pseudogenization or epigenetic silencing with the most likely scenario for the latter being translocation into a heterochromatic compartment. Gene dose could be increased by release of epigenetic repression of transcription of duplicated loci. In addition, the duplicated copy, safely stocked in a heterochromatic compartment, provides material for positive selection while negative selection against deleterious mutations can act on the transcribed original locus. A caveat of this model is that if the heterochromatic copy remains silent it will finally degenerate by random mutation and never acquire a new function since it remains invisible to selection. We must therefore postulate that (i) the sequence of the loci changes and (ii) occasionally silencing is released and the gene is transcribed and has functional effects so that  selection has a chance to act on the corresponding phenotype.

There are at least four known examples of such temporally or spatially restricted activation of heterochromatic loci: position effect variegation (PEV), spermatogenesis, Hsp90-dependend buffering of cryptic mutations, and carcinogenesis. PEV has long been analyzed in the model organism Drosophila melanogaster. PEV results from chromosome rearrangements, which translocate euchromatic genes close to the heterochromatin. In such rearrangements, the affected locus is inactivated in some but not all cells, thereby generating mosaic tissues of phenotypically different cells, and consequently,  a wide range of phenotypically different individuals. In mammals, DNA hypomethylation and chromatin decondensation occurs during spermatogenesis and this is accompanied by activation of transcription of many genes. Many of these loci are now known to be heterochromatic in somatic tissue. While replacement of an epigenetic information carrier (histones) with protamines could explain the transient absence of epigenetic silencing, it remains enigmatic why genome-wide DNA hypomethylation occurs concomitantly
. We suggest that this release of epigenetic silencing during the transition from a diploid to a haploid genome might allow negative selection against deleterious mutations to act. 
It is known that a large number of spermatocytes undergo apoptosis (197). Vitamins that are known to interfere with DNA methylation are used to treat male infertility but the role of epigenetics in fields like sperm competition and evolution remains poorly studied. 
There is at least one example of how a seminal transcribed “pseudogene” acquired new function: during the evolution of the ruminants, gene duplication of the pancreatic ribonuclease (RNAse A) gave rise to two additional homologous ribonuclease genes: cerebral and seminal ribonucleases (198). In all ruminant species, the cerebral and pancreatic ribonuclease genes produce functional enzymes. However, except for Bos taurus the seminal ribonuclease gene does not code for a functional protein (199). They are considered as pseudogene. In Bos taurus, mutations in this seminal ribonuclease gene (SRN) have occurred and a new enzyme mechanism has evolved: in contrast to the monomeric ancestral pancreatic molecule, SRN proteins act as covalently linked dimers composed of identical subunits (199). The presence of RNAse in the semen has also been observed in other species than the cow, but there expression stems from the pancreatic ribonuclease gene. It would be interesting to analyze the DNA methylation patterns of these genes in different ruminant species. We predict, that seminal transcribed genes (i.e. the “pseudogenes”) are highly methylated in all tissues except the testis and sperm. Of particular interest would be the degree of methylation in bovine somatic tissue: SRN is not transcribed in somatic tissue (199). Here the high methylation might be present, or (already) hypomethylation of the promotor region and tissue-specific gene regulation has evolved.

Biological systems are often quite robust, and mutations often do not show a phenotype, a phenomenon known as buffering or canalization. Buffering allows for the accumulation of cryptic genetic alterations (i.e. mutations without phenotype), and  heterochromatization of these altered loci may be a mechanism of buffering. Rutherford and Lindquist (200) first showed that reduction of the heat-shock protein Hsp90 levels uncovers morphological variations in Drosophila. Solars et al. (144) and Huang et al. (201) found evidence that Hsp90 acts through an epigenetic mechanism. Further support for this hypothesis came from studies that showed interaction of Hsp90 with transcription factors and chromatin remodeling complexes (202). Rutherford and Lindquist suggested that in nature, transient decrease in Hsp90 levels (e.g. by titration against stress-damaged proteins) would allow for exposure of morphological variants to selection. We propose that Hsp90 has an effect on the expression of duplicated loci. Since pharmacological inhibitors of Hsp90 exists (e.g. geldanamycin), it would be relatively straightforward to test this hypothesis. The findings of V. Jollos, CH. Waddington and others who used heat shocks in specific stages of Dropsophila embryos to induce expression of cryptic phenotypes and Dauermodifikations in the 1920 – 1950th (see 3.2 and 3.3) could be explained through a molecular mechanism based on Hsp90 – chromatin interaction.

Finally, it is known now that epigenetic changes like aberrant DNA methylation is an early event in carcinogenesis. DNA methylation changes even in precancerous cells, i.e. in the histopathological normal adjacent tissue of a neoplasm (203). We find it appealing to speculate that carcinogenesis is in fact nothing but the pathological version of a perpetual reversible heterochromatization/euchromatization cycle that introduces minor changes into the chromatin of every cell. It is known that DNA methylation changes with age (204), and is different in different tissues (20, 62). Our study of the human BAGE loci provides support to this hypothesis: the ratio of synonymous to non-synonymous substitutions shows that despite the fact that these loci are always heterochromatic in somatic tissue, in a clearly defined subgroup that we called BAGE genes, non-synonymous mutations are eliminated by selection (172), i.e. these genes are transcribed, translated, and have some functional effects from time to time. 

In summary, there is evidence that temporarily release of epigenetic silencing exits, which is a prerequisite for purifying selection on deleterious mutations in these duplicated loci.

3.7 How genetic assimilation could work
In this last chapter I’d like to discuss in more detail a mechanism by which epigenetics could help adaptive evolution in both sexually reproducing and clonal organisms, mutational genetic assimilation. We have seen above that phenotypes are in part encoded by the epigenotype: the chromatin marking systems and other epigenetic information carriers influence on the expression of genes and can even completely abolish transcription from an existing genetic locus. We have also seen that changes in the environment (e.g. various kinds of stresses) can induce epigenetic changes. As a working hypothesis I propose that these changes in the epigenotype are usually not adaptive. Instead they usually lead to random epimutations in the population that is exposed to the new environment, thus increasing phenotypic variability. Cryptic phenotypes are expressed, and these can be selected. Organisms that express a cryptic phenotype that is closer to the fitness maximum will have an advantage and will be positively selecte and finally a stable genetic change that simulates the epigenetic one may occur. The phenotype can beome genetically assimilated. 
Such assimilation can occur in several ways: first, in out-bred sexually reproducing  lines, induction can lead to facultative expression of a new character. This involves the activity of previously silent genes to selection, and as a result of sexual reshuffling and selection for reliable expression of the character, a combination of such genes may lead to the construction of a genetic constitution that leads to constitutive expression of the new trait. This is the classical Waddingtonian genetic assimilation, which depends on genetic diversity in the population. Indeed, as Waddington, and later Bateman, who repeated Waddington's experiments, have shown, genetic assimilation of this type cannot happen in genetically inbred lines, in genetically identical individuals. Bateman showed that after 15 generations of selection  in outbred lines 13% of the individuals had the new phenotype without induction. These lines could be selected for and showed then complete penetrance of the new phenotype, while in the isogenic lines complete penetrance could never be obtained.  The experiments also demonstrate that where penetrance was not yet 100%,  there was gradual reversion  to the wild type (206, 207). Ian Dworkin hypothesized that “genetic assimilation” is in fact selection for rare combinations of common alleles that increase the probability of developing the phenotype in non-inducing environments (208).
Genetic  assimilation can also occur in a pure or inbred line if we assume that induced epigenetic variations are transmitted to the next generations (by mechanisms that are so far unknown)  and if  in subsequent generations  the same new environment is encountered again and again and the population undergoes the same process, finally approaching the new fitness maximum.  Finally a new mutation may appear which simulates the epigenetic state, rendering the expression of the new trait more reliable. This is mutational assimilation (101). As already mentioned, a theoretical model  which applies to this this hypothesis was developed by Pál and Miklós more than 10 years ago (145). The process is illustrated in Figure 6. Pál and Miklós predicted that genetic assimilation would occur when the population approaches the fitness maximum and the fitness curve becomes concave.  
One way in which mutational assimilation could occur, is by a transition from a state of silencing by methylation or herterochomatinization to silencing through mutation. Since methylated CGs are hot spots for mutation, this process can occur more frequently than classical mutations.  There
 are already examples for this type of process, but there are still pieces of the puzzle that are missing.
A biological system that may not come to mind immediately in this context is tumorgenesis, which occurs in an (initially) genetically homogenous line. We have seen above that an early event in the development of a tumor is aberrant change in DNA methylation (and probably other epigenetic marks). This could be the way a cell population acts upon environmental stress – epimutations occur randomly leading in most cases to aberrant expression of phenotypes that are eliminated by our immune system. In rare cases, epimutations occur in loci that might improve the fitness of the cells, and in some cases this increase in fitness means growing faster than the surrounding cells and escaping the control of the systems that control growth. The cell population grows to a size that is detectable as a new phenotype that we call cancer and the loci that are concerned can be tumor suppressor genes, for instance. Methylation in tumor suppressor genes silences these genes and eventually mutation in these genes renders them dysfunctional, the phenotype “cancer” is genetically (mutationally) assimilated. All the stages in this sequence  of events can indeed be observed: epidemiological studies and laboratory experiments show that the environment (toxins, infections) plays a role in tumorigenesis, changes in DNA methylation is an early sign of a tumor, this methylation is aberrant and involves  multiple loci, specific signatures for cancer types can be found, and finally mutations in tumor suppressor genes are frequent in later stages.

One might wonder if this view of carcinogenesis as an evolutionary process brings anything new: a healthy life style is advocated anyway and vaccination campaigns are underway to prevent infection with carcinogenic c viruses and could be imagined for bacteria and other infective agents. However, “environmental stress” is  difficult to identify and to measure, and when signature epimutations and mutations are detected, the tumor is often advanced. I would suggest using the increase in epigenetic variability as a sign for a stressful environment that could result in development of a cancer. One way to do this could be to use moderately repetitive sequences in the genome that are dispersed (it was actually published this month that LINEs are significantly hypomethylated in E-twenty six (ETS) negative prostate cancer samples (205)). These sequences could act as sentinels for an increased general epimutation rate that is according to our model the first step to carcinogenesis. Such an analysis is technically difficult but feasible, and it might be that the hypomethylation we observed in the duplicated BAGE loci in so many different cancers is due to the “sentinel” characteristic of these loci. 
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Figure 6: Schematic representation of mutational genetic assimilation of a new phenotype that is accelerated by an epigenetic inheritance system (EIS). 


I propose that the temperature-induced phenotypes in pure lines are due to chromatin structure changes that allow for the transcription of silent, cryptic genes. Mutational genetic assimilation could result from the permanent change of chromatin structure around these cryptic genes, or the translocation of these genes into a euchromatic compartment. It would be relatively straightforward (but expensive) to repeat the experiments of Jollos and to screen the (epi)genome for chromatin structure changes that are induced by the heat-shocks in pure lines. An open question is  to which degree and how these chromatin structure changes are transmitted through the germline.
In addition to classical and mutational assimilation one needs to consider the possibility of epigenetic assimilation. This process could happen in both pure and outbred lines as a result of repeated induction and selection, leading to increasingly more sites altering their epigenetic state (e.g. more sites becoming methylated), eventually leading to constitutive inducer-independent silenced state. Hence, when observing a process of assimilation –  that is a transition from an inducer-dependent expression to constitutive expression –  we need to perform molecular analysis of the relevant loci and sites, which can establish which type of assimilation had occurred.     

4 Part 3: Epigenetics and evolution: lessons from the human blood fluke Schistosoma mansoni
4.1 The epigenetic toolkit is present in S. mansoni and important for development

My current model system is the human blood-fluke Schistosoma mansoni. The choice might be surprising, but S. mansoni unites key points that are necessary to study the relation between epigenetics and evolution: (i) it is a small metazoan animal and therefore different from the bacterial models often used in evolutionary studies but that do not possess a well-established EIS, (ii) in parasite-host systems, selective pressure is high and evolution sufficiently fast to be observable, (iii) in one life-cycle stage, inside the mollusk intermediate host, genetically identical populations are produced. Finally, (iv) metastable phenotypes and other phenomena that suggest epigenetic inheritance have been observed in schistosomes. A potential risk with the choice of this system was that relatively little was known about epigenetics in this animal. Staining techniques with Giemsa and other dyes of metaphase chromosomes had established since the 1970s that chromosomes possess a characteristic pattern of light and dark bands. Light bands correspond to euchromatic, early-replicating and G+C rich regions, while dark bands tend to be heterochromatic, late-replicating and A+T rich (209). Later, fluorescent dyes such as 4′-6-Diamidino-2-Phenylindole (DAPI) and Propidium-Iodide (PI) were used, with densely stained regions corresponding to heterochromatin (210). The technique permitted to determine the karyotype and banding pattern of all 7 S. mansoni autosomes and determine that the  the sex chromosome system is Z/W. In addition to pericentromeric heterochromatin, two heterochromatic bands can be found on the middle of the q-arm of chromosome 2 and 3, and a large pericentromeric heterochromatic block spans the p-arm and half of the q-arm of chromosome W  (211).

The chromatin structure of S. mansoni appears to be similar to that of most metazoans. The presence of core histones and a linker histone can be deduced from the presence of genes coding for these proteins, but only the gene for histone H4 was experimentally confirmed 
(212) and H3 was detected with antibodies (83). The deduced amino acid sequence of the linker histone has moderate similarity to histones H1/H5 of other species. In contrast, the core regions of putative histones H2A and H2B are highly conserved. Orthologues of H2A.Z and H2A.X can be found. Amino acids in positions that are sites for protein phosphorylation (pos. 1 (S)), or acetylation (pos. 5, 9 and 36 (Ks)) are conserved. I found no orthologue to MacroH2A in the current databases. MacroH2A is enriched on the mammalian inactive X-chromosome but is also found in other vertebrates (213, 214), and is assumed to be associated with transcription repression. Putative histones H2B are conserved, but K is missing in position 5. Monomethylation in this position was linked to gene activation in other species (74). The presence of three putative histones H3 can be deduced from genomic sequence. They are orthologues of H3.2 and H3.3. All canonical modification sites are present. We have confirmed the presence of H3K4Me3, H3S10P (unpublished), H3K4Me2, H3K9Ac, H3K9Me3, and H3K27Me1 (83) using commercial antibodies raised against polypeptides containing the modified amino acid. Methylation of H3K4, acetylation of H3K9 is associated with euchromatic structures, while trimethylation of H3K9 and H3K27 is a mark for heterochromatin. CENP-A is a specific H3 isoform found in the constitutive heterochromatic centromere. A gene coding for a putative CENP-A exists in S. mansoni but sequence conservation is weak. Genes for histone H4 are clustered in the pseudoautosomal region of the sex chromosomes. The putative proteins are 100% identical to mammalian H4. Presence of acetylation in the side chains was confirmed by Western blot and immunoprecipitation (83, 215).

Histone deacetylases (HDAC) can be divided into 4 classes based on sequence similarity. HDAC1/2, HDAC3 and HDAC8 form class I and can be found in four multiprotein complexes: Sin3, NuRD, CoREST and NCoR/SMRT (216-218). The three enzymes were experimentally confirmed in S. mansoni (218). Class II contains HDAC4, HDAC5, HDAC6, HDAC7 and HDAC9 (219). Homologues to HDAC4 and HDAC6 were identified, and for three further genes it can be speculated, based on sequence homology, that they code for the remaining HDAC class II enzymes. The only member of Class IV, HDAC11 is conserved in all model organisms
, but I found no orthologue in S. mansoni. HDAC class III consists of NAD-dependent Sir2-like deacetylases. I identified five putative members by homology searches but experimental confirmation will be necessary. 

Histone acyltransferases (HAT) can be divided into four families: GNAT, MYST, CBP/p300, nuclear receptor cofactors and basic transcription factors (220). In S. mansoni, four proteins with HAT activity were characterized experimentally: SmGCN5, SmCBP1, SmCBP2 and NCoA1 (221-224). The presence of other HATs can be anticipated based on gene homologies.

Histone methyltransferases (HMT) are divided into two classes: Class I comprises the histone arginine methyltransferase (PRMT) and the H3K79 methyltransferase. Class II is composed of SET-domain containing HMTs (225). My homology searches identified several candidate genes, among those orthologues of Ezh, methylating H3K27, Su(var)3-9, methylating H3K9, and Suv4-20H, methylating H4K20. Trimethylated H4K20 has probably many functions. It is enriched in pericentromeric heterochromatin and could also contribute to transcriptional silencing of retrotransposons (226). The predicted presence of these HMTs goes in line with the abovementioned observed or possible histone modifications. Histone demethylases (HDMT) can also be separated in two classes: the LSD-class with a single member, and the Jumonji-class. Putative enzymes of both classes are annotated in SchistoDB    (227) or can be found through homology searches, however, experimental data are so far entirely missing for enzymes involved in histone methylation and demethylation.

Fantappie et al. searched for 5mC in 8 genes of S. mansoni adults using restriction enzymes that are sensitive to DNA methylation (isoschizomeric digest) coupled with Southern blot and digestion with McrBC, an enzyme that cuts specifically methylated DNA. Their results indicated that DNA methyation is absent or much lower than in other eukaryotes (228). Nevertheless, a gene with homology to DNA methyltransferase 2 (Dnmt2) was identified. Dnmt2 is somewhat enigmatic. The enzyme has tRNA methyltransferase activity, and is present in organisms such as Drosophila and Dictyostelium that  do not have  the classical Dnmts 1 and 3 and that show no DNA methylation, or very low levels of 5mC. Nevertheless, Dnmt2 is capable of methylating DNA in-vitro, and recent studies suggest a role in methylation of repetitive DNA in these “Dnmt2 only” organisms (229). The only predicted protein with a methyl-cytosine-binding domain (MBD) in SchistoDB is Smp_138180 (227). The putative protein is an orthologue of MBD3. Despite the presence of a MBD, mammalian MBD3 is not capable of binding to methylated DNA; instead, it represses transcription association in the Mi-2/NuRD chromatin remodeling complex (230). Our own results concerning DNA methylation are somehow contradictory. Dot blots using purified genomic DNA and anti-5mC antibodies gave a signal. Preliminary COBRA studies in three candidate repeats indicated, however, no DNA methylation. Taken together, DNA methylation does not appear to be a major epigenetic information carrier in S. mansoni. It could also be restricted to particular cell types, genomic regions or developmental stages.

Several lines of evidence show that all elements of the classical RNAi pathway are present in schistosomes (231-234). One of the best-analyzed complexes that links ncRNA to heterochromatization is the RNA-induced transcriptional silencing (RITS) complex in fission yeast that contains the Chp1, Ago1 and Tas3 proteins (235). In this model, Rdp1-containing RNA-dependent RNA polymerase complex (RDRC) and Dicer (Dcr1) process repeat transcripts into small-interfering RNA (siRNA) that bind to Ago1 and probably direct RITS to nascent repeat transcripts. RITS recruits H3K9 methylase (236-238). Ago1 is present in schistosomes (232). Chp1 and Tas3 homologues remain elusive. Nevertheless, the mechanism of ncRNA-dependent chromatin modifications may be different in S. mansoni and it is tempting to speculate about a link between RNAi and the chromatin-marking system in this organism.

There are two  studies of the impact of histone structure changes on developmental processes in S. mansoni. The laboratory of R. Pierce and our laboratory used HDAC inhibitors (HDACi), in particular Trichostatin A (TSA), a potent inhibitor of class I and II HDACs (193, 239, 240). Treatment with HDACi reversible blocks transition from miracidia to sporocysts (239), and prolonged treatment induces apoptosis in adults    (240).

Taken together these studies show that, an EIS based on chromatin marking exists in S. mansoni and  plays an important role during the development, when phenotypes can easily be influenced.

4.2 Influencing the epigenotype leads to higher phenotypic variability

Naturally, a crucial element to support the  hypothesis that links the epigenetic inheritance system to evolution is to show that there is indeed a measurable impact on the phenotype when the epigenotype changes. We decided to directly pharmacologically perturb the epigenotype in larval populations of S. mansoni. Since its chromatin marking system is histone based, I used non-toxic doses of HDAC inhibitors (HDACi) such as TSA. The rationale behind this experiment was that the TSA treatment would randomly change the chromatin structure, i.e. act as an inductor of epimutations. Several phenotypic parameters were then measured in the treated larvae or during the subsequent developmental stages. If the HDACi would have a toxic effect or would modify the epigenotype at precise locations, then the mean phenotype of population would change. Instead, if random epimutations would be created, then the phenotypic variability should change. We measured several phenotypic parameters including size, shape, movement and SmPoMuc gene expression. All observations were in favor of the hypothesis, that increased epigenetic variability increased phenotypic variability (193). Results are shown in Figure 7.
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Figure 7: Phenotypic variability (A) hypothetical model according to Pál and Miklós without EIS (full line), with EIS (dotted line) (B-D) experimental results mock-treated (full line), 20µM TSA (dotted line). (B) RDC stands for rate of change of direction in the explorative movement of miracidia, (C) L/W designates length-to-width ratio of sporocysts, (D) number of RT-PCR bands for the SmPoMuc gene family, this value provides an estimate of the number of SmPuMuc variants that are produced in the population (193).

Our results indicate, that changes in the epigenotype lead rapidly to the expression of new phenotypes. Selection could act on these phenotypes. While in this first experiment, phenotypic characters were selected that were relatively straightforward to measure, we then set-out to study characters with adaptive value.

4.3 Epimutations precede genetic mutations after environmental changes

As outlined above (section 3.6.5.5), the SmPoMuc genes code for polymorphic glycosylated proteins that are the key elements for host compatibility. Certain combinations of these proteins produce phenotypes that allow infecting a particular mollusk host, other combinations lead to failure of infection. These genes are therefore candidates of choice for studying adaptive evolution. S. mansoni originates from the East-African lake area and was imported into the American continent with slave trade only about 400 years ago. This time is short on an evolutionary scale, but distinct phenotypic traits can already be observed in the South American strains. We reasoned that if our hypothesis held true, studying isolates from different geographical origins in the New World would allow us to answer the question whether new phenotypes are produced by epigenetic changes or due to genetic mutations. We used strains that were isolated on the South-American continent (Brasilia, strain BRE) and in the French West-Indian Islands (Guadeloupe, strain GH2). Both strains had been kept since in the facilities in Perpignan and are genetically monomorphic, judged by microsatellite markers. Since it was already known that the coding regions of the SmPoMuc genes did not differ sufficiently to explain the observed differences in transcription patterns (192), my colleagues Céline Cosseau and Cécile Perrin analyzed the promotor regions and compared their DNA sequence and chromatin structure. We show that the two isolates of S. mansoni with distinct phenotypic traits (in particular their phenotypic compatibility with a reference host) show very low genetic difference but high epigenetic difference. Both parasite populations are apparently in a situation, where the genotype has not yet changed, but epigenetic variants have produced phenotypic variants that are adapted to different environments (compatible hosts). To our knowledge this is the first time that an experimental proof for the first stage in the Pál-Klironomos model is shown . Our proposed scenario is as follows: in the 15th-16th century the ancestors of contemporary strains GH2 and BRE were imported via the slave trade to the West Indian Islands and the South American continent, respectively. There, they had to adapt to a new intermediate host. The key-molecules for compatibility with the snail host are SmPoMucs. Instead of "using" the genetic system to introduce mutations in these genes, the epigenetic system was used to generate new phenotypes, and eventually a Biomphalaria species, that was related to the original African hosts was colonized since it wass closest to the new fitness maximum. As already mentioned, a conundrum with the "epigenotype first" hypothesis is that epigenetic information concerns the transcriptional activity of a gene but not its coding potential, in other words, a gene can be switched on and off by the surrounding chromatin but the resulting protein cannot be changed. Loss of function phenotypes can easily be imagined through the epigenetic mechanism, but for gain of function phenotypes a complicated inhibitor-based mechanism would be necessary. As outlined above, gene duplications as way to provide material for evolution (158)  may be a solution. SmPoMuc proteins essential for host compatibility are encoded by duplicated genes. Our analysis shows, that the duplication events predates the GH2/BRE separation and occurred in the African ancestor, i.e. gene duplication was not a result of the transfer to the New World. We therefore assume  that SmPoMuc duplications occur with a less than 1 in 500 years frequency, and that duplicated genes are randomly modulated in their relative transcriptional activity through chromatin structure changes, resulting in new compatibility phenotypes. If the parasite encounters new intermediate hosts, these phenotypes have the potential to match, thus allowing for adaptive evolution. The results of this study are about to be submitted for publication.

In conclusion, in our model system, we have so far shown that perturbations of the epigenotype entail production of phenotypic variants and that epimutations occur before genetic mutations in genes essential for adaptive evolution. Next we will address the question, whether epimutations are directed or occur randomly. We will exploit a resistance phenotype that can be induced in schistosomes and we will reproduce the classical Lederberg experiment with clonal fluke populations.

4.4 Lederberg 2.0 

Antihelmintic drugs constitute a stressful environment for the parasite. In many cases, S. mansoni rapidly develops resistance. A particularly interesting case is resistnace to Hycanthone: a single dose of the drug is sufficient to induce resistance in the parasite  (140). Resistance is heritable but the phenotype is metastable, i.e. is subsequent generations, resistance segregates in non-mendelian fashion (140). Such a pattern of segregation has been observed in many epigenetically encoded phenotypes. To answer the question, if random (epi)mutations and selection or induced (epi)mutation is the origin of this adaptive evolution process, we will simply repeat the Lederberg experiment, but this time using clonal populations of S. mansoni instead of bacterial clonal colonies.

Julie Lepesant, currently PhD student in my group, is conducting the project. Biomphalaria glabrata individuals are infected with single miracidia. The cercaria that will be shed are genetically identical. They will be used to infect mice that will be treated with a suitable dose of Hycanthone. The experiment will be repeated several times, using the same B. glabrata host, but different mice. Similar to the classical replica plating experiment, two possible outcomes can be imagined: if the phenotype is induce through the treatment with a certain probability, we would observe resistance randomly associated with different mice hosts and without correlation with the particular snail host (equivalent to Lederbergs bacterial colony). If a random epimutation had occurred in one of the clones that conferred resistance to hycanthone, then only the cercaria from this very snail would produce resistant flukes. In this case ChIP-Seq and genomic ultra-deep sequencing will be used to differentiate between mutations and epimutations,. 

5 Concluding remarks

So finally what I am saying seems trivial, even too trivial: nature works like most of us function: not knowing what future prepares for us we accumulate stuff in our backyards and caves. Some we have inherited, some we keep even if they are broken (in case - for spare parts…), quite a few we have in duplicate. Most are entirely useless for the most part of our life, but when there is a blackout, then the old transistor radio is dug out, when all the electronics system in the new car fail, the old 4L will still power up (or not). So is all this a pitfall of my human brain that searches to comfort himself by finding principles in nature that justifies its very own way of being? The advantage of science is that hypotheses can be tested, research is not searching, it is challenging what is known, (and I’d appreciate if you would trust in my (h)ability to do so in the future). I was tempted to call the evolutionary principle  that I propose (continuous gene amplification, heterochromatization of duplicates, chromatin structure changes as a result of environmental changes, expression of cryptic phenotypes, selection, genetic assimilation) the “backyard principle”. Thesaurus is the Greek word for storehouse, treasure. In a time where Europeans tend to forget that Greece stands not as a synonym of debt and mismanagement but first of all as the cradle of European science, I’d like to go back to this old Greek word and call my idea the Thesaurus theory, tentatively.

6 Why only now?

Neo-Darwinism, in the form of the Modern evolutionary synthesis, is generally accepted as the theory that explains all aspects of evolution. The biggest threat to neo-Darwinisms, nowadays, seems to come from creationism that is attractive to those who seek confidence and hope in a superior guide that is behind the complex nature of life. Lamarckism, often summarized (especially by those who have never read the original work) as “inheritance of acquired characters”
 has been disposed of as wrong and outdated. Nevertheless, the last couple of years have seen an increasing interest in the “Lamarckian Dimension” of Darwinism (101). A comprehensive discussion of the conflictual but also fruitful relations between these two concepts of evolution is  beyond the scope of this work, but I would  like to express some thoughts about why this debate, opposing nature and nurture, is only now fueled by new experimental data. Science has no monopoly on truth. Scientific truth is what is accepted by the majority of scientists, i.e. what is scientific consensus. The social context influences  the education of scientists, sometimes even determines who is allowed to become a scientist. Scientific ideas are also not detached from their original context and are extended to situations that they were never intended to be applied to. They have their proper life, they evolve. We all have in mind from our evolution classes is the picture of Darwin criticized for daring to develop a theory of evolution based on competition. But it was actually the idea that man is “only” the product of this evolution that did not appeal to the common sense of his English (and American) contemporaries. The “struggle for existence” corresponded well to the socio-economic context of the leading capitalistic country in that time, and was relatively well received by the English society. This view was not shared by the (scientific) community of the continent. Many Russian scientists, for instance, dismissed Darwin's theory as “a purely English doctrine” (242). Ilya Mechnikov (Nobel prize 1909) emphasized interspecies struggle, which proved crucial for his “phagocytic theory of inflammation and immunity”. In Germany, leading embryologists were opposed to the concept that good genes are good because they survive leaving for the environment only the power to select but not to influence. In that time, political forces had used Darwinism as a means to justify selection for “survival of the fittest”. Another Victorian scientist, Darwin's cousin and admirer Francis Galton, is considered as the founder of eugenics, the selective breeding approach to “give the more suitable race … a better chance of prevailing speedily over the less suitable.” (243, 244). In the 1920th, the embryologist, and one of the founders of epigenetics, O. Hertwig wrote a paper entitled “Against the ethic, social and political Darwinism” in which he argued against increasing concepts of social Darwinism (245)
. Some time later, the Second World War slowed down European science. Many European scientists moved to the United States and the political scene opposed East and West Europe, separating both worlds by an “Iron curtain”. In the Soviet Union, Trofim Lysenko endorsed a simplified version of Lamarckian inheritance, rejected the gene as unit of heredity and denied the role of competition in evolution. This fitted well withthe official doctrine based on work by Karl Marx in the second half of the 19th century. Marx concluded that the social reality determines how humans behave (“are”)
. From there it was easy to take an intellectual shortcut and to postulate that the environment influences and directs the phenotype in whatever direction is required. Lysenkos ideas where imposed by Joseph Stalin on Soviet biology from 1948 to 1964 (242). Being on the other side of the iron curtain proved to be much better when you were a scientist, but  pronouncing ideas that were considered communist was not easy in the USA of the 1950th. The McCarthy era “officially” ended only in 1963 (247). Nevertheless, the interest in the effect  of the environment on the genome persisted. The concept of “model organisms” and “genetic code” was developed and fast growing species such as bacteria and their phages, and the fruitfly, became the model of choice for molecular biology. Most other (prewar) models were abandoned. The work of Max Delbrück, Salvador Luria (248) and Esther and Joshua Lederberg (157) seemed to have clarified once and for all  the situation: gene mutations occur randomly, are solely responsible for different phenotypes and the environment is simply selective agent. Searching PubMed for the term “epigenetic inheritance” shows an increase in interest in this field only from the 1990th on (Figure 8). One might speculate why only then. Was it because new evidence had accumulated in the meantime? Was it because the conflict that had opposed east and west was resolved clearly in favor of the liberal market (the Berlin Wall came down in 1989), and a little bit Lamarckism could be allowed because the political system that was associated with it did not exist anymore? In 1990 three landmark papers were published that paved the way for a broader interest in epigenetics: “Variation in epigenetic inheritance” (249), “Models of a dual inheritance system” (13), and “DNA methylation and epigenetic inheritance” (250)
. During the same time, advancements in molecular biology had put within  reach  the sequencing of  entire human genome, and its draft was published ten years later (251). The sequencing of the human genome was an immense step forward, but the result  was also a lot of disillusion that could be felt in the scientific community of that time: the number of genes was much lower than expected, and the majority of our DNA consisted of “junk”
 (252). Shortly after that, in 2001, the term “Histone code” (253) was coined, and from that turn of the century on, we can observe an increase in interest in “epigenetic inheritance” (Figure 8). Even in popular science journals, this topic is now treated (254).
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Figure 8: Number of publications listed in PubMed with the term “epigenetic inheritance”. Some historical events are superposed. Years on the X-axis, total (left) and relative (right) number of publications on Y-axis. 

In 2010, one of the pioneers of full genome sequencing, Craig Venter, put it this way: “… And what else have I learned from my genome? Very little. We couldn't even be certain from my genome what my eye color was. Isn't that sad? Everyone was looking for miracle 'yes/no' answers in the genome. "Yes, you'll have cancer." Or "No, you won't have cancer." But that's just not the way it is. “ (255). This is maybe what motivates a new interest in the role of the other inheritance system. Phenotypes cannot any longer be seen as the expression of the genotype under influence of the environment. Phenotypes are encoded by a couple that is formed of genotype end epigenotype and the latter can be influenced by the environment directly. Studying genotype and epigenotype in parallel is therefore indispensable today.
 

7 Annex

Table A1: Histone isoforms and their association with permissive or repressive chromatin structures (in part taken from web-catalogues of Upstate/Millipore
 and Active Motif
)

	Isoform
	Chromatin
	Ref.

	H2

	H2A.Z
	localized in the transcriptionally active macronucleus of the protozoan Tetrahymena thermophila; Low expression; highly enriched at promoter regions both upstream and downstream of TSS, in the body-of-the-gene of silent genes, probably associated with enhancers; associated with more than 20% of enhancers
	(256); (75); (74); (75)

	H2AK9Ac
	Associated with TSS
	(75)

	H2BK5Ac
	Associated with TSS, weak correlation with expression
	(75)

	H2BK5Me1
	High expression (probably house-keeping genes), elevated throughout the transcribed region; associated with active promoters downstream of the TSS
	(75); (74)

	H2BK12Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H2BK20Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H2BK120Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H3

	H3R2Me1
	No enrichment in active genes
	(74)

	H3R2Me2
	widespread silencing modification that inhibits histone H3K4 trimethylation ; no enrichment in active promotors
	Upstate/Millipore; (74)



	H3R8Citrullination
	impairs methylation and represses transcription
	Upstate/Millipore



	H3R17Citrullination
	impairs methylation and represses transcription
	Upstate/Millipore



	H3R17Me2
	gene activation; enriched in a small subset of promotors
	Upstate/Millipore; (257)



	H3K4Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H3K4Me
	Gene activation, facilitates acetylation of H3 and H4, requires monoubiquitination of H2BK120
	Upstate/Millipore



	H3K4Me1
	Associated with TSS and probably enhancers; Low expression, associated with more than 20% of enhancers, elevated in vicinity of promoters in human; no enrichment in promoters of T. gondii
	(74); (75); (257)

	H3K4Me2
	Associated with TSS and probably enhancers; Low expression, associated with more than 20% of enhancers, elevated in vicinity of promoters; dependant upon monoubiquityaton of the C-terminus of H2A; no enrichment in promoters of T. gondii; enriched in the vicinity of active genes in human
	(74); (75); ActiveMotif; (257); (258)

	H3K4Me3
	Associated with TSS and probably correlated with gene expression; Low expression, associated with more than 20% of enhancers; in intergenic region and close to the 5’end of genes; correlates with RNA-PolII initiation in S. cerevisiae and is probably associated with ‘poised polymerase’ at inactive promoters in human and Drosophila; correlates with 5’end of active genes in human, however, sometimes enriched in intergenic region and not all transcribed genes carry this mark
	(74); (75); (257); reviewed by (259); (258)

	H3K9Ac
	Associated with TSS; in intergenic region and close to the 5’end of genes; impairs methylation at R9
	(75); (257); Upstate/Millipore



	H3K9/14Ac
	Associated with TSS and located in 5’end of genes
	(258)

	H3K10Me
	Gene repression, target for HP1 proteins, prevents phosphorylation at Ser-11, prevents acetylation of H3 and H4, enriched in inactive X-chromosome
	Upstate/Millipore



	H3K9Me1
	Low expression, associated with more than 20% of enhancers, elevated throughout the transcribed region; can be detected in active promoters
	(75); (74)

	H3K9Me2
	gene repression; among the most repressive marks; associated with silent genes 10kb around TSS; moderate correlation with gene silencing
	Upstate/Millipore; (75); (74)



	H3K9Me3
	among the most repressive marks; associated with silent genes 10kb around TSS, moderate correlation with gene silencing, can be observed in some active genes; recruitment of HP1 through its chromodomain
	(75); (74); Active Motif

	H3K14Ac
	Gene transcription
	Upstate/Millipore



	H3K18Ac
	Associated with TSS, associated with more than 20% of enhancers
	(75)

	H3K27Ac
	Associated with TSS
	(75)

	H3K27Me1
	Higher in active promoters than silent promoters, particularily downstream TSS; elevated throughout the transcribed region
	(74); (75)

	H3K27Me2
	among the most repressive marks; moderately elevated in silent promoters, absent in active promoters, correlates with gene silencing
	(75); (74)

	H3K27Me3
	Low expression, among the most repressive marks, absent in active promotors; moderately elevated in silent promoters, absent in active promoters, correlates with gene silencing; associated with non-induced genes; enriched in inactive X-chromosome
	(75); (74); reviewed by (259); Upstate/Millipore



	H3K36Ac
	Associated with TSS
	(75)

	H3K36Me1
	Little preference towards active promotors
	(74)

	H3K36Me3
	intermediate expression; sharply elevated after TSS in active genes; correlated with transcription elongation in S. cervisiae
	(75); (74); reviewed by (259)

	H3K37Me
	Gene activation; weak correlation with expression
	Upstate/Millipore; (75)

	H3K79Me
	Gene activation, associated with DNA double-strand breaks, requires monoubiquitination of H2BK120
	Upstate/Millipore



	H3K79Me1
	High expression (probably house-keeping genes); no preference towards either active or silent promotors
	(75); (74)

	H3K79Me2
	High expression (probably house-keeping genes) ; no preference towards either active or silent promotors
	(75); (74)

	H3K79Me3
	High expression (probably house-keeping genes); higher association with active promoters than silent promoters but not directly in the TSS, small group of highly active genes
	(75); (74)

	H3K91Ac
	Associated with TSS
	(75)

	H3Ser11Ph
	linked to gene activation, prevents methylation at Lys-10 but facilitates acetylation of H3 and H4
	Upstate/Millipore



	CENP-A (CenH3, HCP3, CID, Cnp1, Cse4)
	H3 variant that incorporates into active centromers, principal epigenetic determinant of foundation of the kinetochore, CENP-A-deficient DT40 cells show mitotic arrest followed by cell death
	(260, 261)

	H4

	H4R3Me
	stimulates subsequent acetylation of H3 and H4, resulting in gene activation
	(262)

	H4R3Me2
	Globally represses gene expression in human CD4+ T-cells
	(263)

	H4Ac (acetylated in all or most K)
	In intergenic region and close to the 5’end of genes
	(257)

	H4K5Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H4K8Ac
	Associated with promotor and transcribed regions of active genes
	(75)

	H4K12Ac
	Associated with promotor and transcribed regions of active genes; present in heterochromatic silent loci in Drosophila and yeast; associated with telomeres in yeast
	(75); (264); (265)

	H4K16Ac
	Associated with promotor and transcribed regions of active genes, intermediate expression, high expression (probably house-keping genes)
	(75)

	H4K20Me1
	High expression (probably house-keeping genes); strong correlation with gene activation downstream of TSS
	(75); (74)

	H4K20Me3
	Among the most repressive marks; no preference between active or silent promotors 
	(75); (74)
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Part of this work has been published in slightly different form in the following articles:

Grunau C. Methylation mapping in humans. In: Hallgrimsson B, Hall BK, editors. Epigenetics: Linking Genotype and Phenotype in Development and Evolution. 2011. 

Cosseau C, Grunau C. Native Chromatin Immunoprecipitation (nChIP). In: Tollefsbol T, editor. Epigenetics Protocols. Humana Press; 2011. 
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� Oscar Hertwig (1849-1922) studied with E. Haeckel at the University of Jena (Germany). With his brother he performed embryological studies. In 1875 when writing his Habilitation (!) during a trip to the Mediterranean Sea, he described all steps in fertilization including the fusion of a sperm with an egg (in sea urchin). He was the first to recognize the importance of the cell nucleus for inheritance. He became full professor in Jena and later in Berlin (9).


� Robin Holliday (1932) was born in Palestine. His family moved to England where he received academic education and graduated with a PhD in genetics in 1959. His name is connected to the discovery of a DNA structure that is formed whenever the breakage and rejoining of chromosomal DNA occurs (“Holliday junction”). With his student, John Pugh, he developed a theory for the control of gene expression during animal development, which was based on the chemical modification of DNA (DNA methylation). In 1988 he took a research position with CSIRO in Sydney and concentrated on work on epigenetics. He retired in 1997 (accidentally I had the privilege to join the farewell party when I was in Susan Clarks laboratory during my PhD thesis). � HYPERLINK "http://www.robinholliday.com/Biography.html" ��http://www.robinholliday.com/Biography.html� 


� John Maynard Smith (1920-2004) was born in London and worked initially as an aircraft engineer. Later, he studied genetics with JBS Haldane but never received PhD because he was offered a lectureship before completing his studies. He introduced game theory into the analysis of evolutionary problems and coined the term Epigenetic inheritance system (EIS). � HYPERLINK "http://www.lifesci.sussex.ac.uk/CSE/members/jms/JMSobitBC.pdf" ��http://www.lifesci.sussex.ac.uk/CSE/members/jms/JMSobitBC.pdf� 


� � HYPERLINK "http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?DB=pubmed" ��http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?DB=pubmed� 


� W. Johannsen, who coined also the term “genotype”, called latent characters “... latente” Eigenschaften, d.h. Eigenschaften, welche sich in Individuen nicht zeigen, obwohl dieselben etwas in sich haben, wodurch das Hervortreten der Eigenschaft hätte realisiert werden können. Mit anderen Worten: die genotypischen Bedingungen für die betreffende Eigenschaft ist vorhanden, aber etwa durch das Fehlen eines adäquaten äußeren Anstoßes…, wird sie nicht verwirklicht.” (latent characters, i.e., characters, which are not expressed in individuals, even though these individuals have something inside them, by which the emergence of the character could have been materialised. In other words, the genotypic conditions for that character exists, but because of the lack of an adequate external impulse ... it will not be materialized.) (18), available at � HYPERLINK "http://caliban.mpiz-koeln.mpg.de/johannsen/elemente/index.html" ��http://caliban.mpiz-koeln.mpg.de/johannsen/elemente/index.html� 


� � HYPERLINK "http://www.sanger.ac.uk/HGP/cgi.shtml" ��http://www.sanger.ac.uk/HGP/cgi.shtml� 


� � HYPERLINK "http://www.ensembl.org" ��http://www.ensembl.org�


� � HYPERLINK "http://methdb.univ-perp.fr/cgrunau/" ��http://methdb.univ-perp.fr/cgrunau/� 


� � HYPERLINK "http://insilico.ehu.es/restriction/two_seq/snake_charmer.html" ��http://insilico.ehu.es/restriction/two_seq/snake_charmer.html�


� A detailed procedure for in-vitro DNA methylation can be found at � HYPERLINK "http://methdb.univ-perp.fr/cgrunau/methods/MSssItreatment.html" ��http://methdb.univ-perp.fr/cgrunau/methods/MSssItreatment.html�.


� � HYPERLINK "http://methdb.univ-perp.fr/cgrunau/methods/COBRA_b_value.html" ��http://methdb.univ-perp.fr/cgrunau/methods/COBRA_b_value.html�


� � HYPERLINK "http://methdb.univ-perp.fr/methtools/MethTools2_submit.html" ��http://methdb.univ-perp.fr/methtools/MethTools2_submit.html�


� � HYPERLINK "http://www.urogene.org/methprimer/" ��http://www.urogene.org/methprimer/�


� � HYPERLINK "http://www.uscnorris.com/cpgislands2/cpg.aspx" ��http://www.uscnorris.com/cpgislands2/cpg.aspx�


� � HYPERLINK "http://bio.dfci.harvard.edu/Methylator/" ��http://bio.dfci.harvard.edu/Methylator/�


� � HYPERLINK "http://rulai.cshl.edu/HDMFinder/" ��http://rulai.cshl.edu/HDMFinder/�


� � HYPERLINK "http://methdb.univ-perp.fr/cgrunau/methods/western_buffers.html" ��http://methdb.univ-perp.fr/cgrunau/methods/western_buffers.html� 


� � HYPERLINK "http://methdb.univ-perp.fr/cgrunau/" ��http://methdb.univ-perp.fr/cgrunau/� 


� � HYPERLINK "http://genome.ucsc.edu/" ��http://genome.ucsc.edu/� 


� � HYPERLINK "http://www.ensembl.org/" ��http://www.ensembl.org/� 


� � HYPERLINK "http://gmod.org/wiki/Ggb/" ��http://gmod.org/wiki/Ggb/� 


� � HYPERLINK "http://samtools.sourceforge.net/SAM1.pdf" ��http://samtools.sourceforge.net/SAM1.pdf� 


� � HYPERLINK "http://cmb.gis.a-star.edu.sg/ChIPSeq/tools.htm" ��http://cmb.gis.a-star.edu.sg/ChIPSeq/tools.htm� 


� � HYPERLINK "http://www.sanger.ac.uk/resources/software/gff/spec.html" ��http://www.sanger.ac.uk/resources/software/gff/spec.html� 


� � HYPERLINK "http://www.bcgsc.ca/platform/bioinfo/software/findpeaks" ��http://www.bcgsc.ca/platform/bioinfo/software/findpeaks� at the Canada's Michael Smith Genome Sciences Centre


� � HYPERLINK "http://wiki.g2.bx.psu.edu/FrontPage" ��http://wiki.g2.bx.psu.edu/FrontPage� 


� Victor Jollos (1887-1941) was born in Russia, spend his youth in Germany and received university education in Heidelberg, Berlin and Munich. He became Professor of Zoology at the newly created university of Cairo in 1925, retuned later to Germany and was appointed head of a laboratory at the prestigious Kaiser-Wilhelm-Institute for Biology in Berlin. As so many gifted scientists, he and his family left Germany soon after the occupation of power by Hitler. He went to the United States were he continued to work at the University of Wisconsin on the relation of the environment, genotype and phenotype changing his model from protists to Drosphila (134). He introduced the concept of environmentally induced enduring modification (Dauermodification) that is opposed to induced gene mutation. 


� Conrad Hal Waddington (1905-1975) was born in India but went to school and university in England. His initial formation was that of a chemist but he soon became interested in embryology, especially in the “organizer” discovered by Spemann and Mangold in 1924. After having worked in the UK he went to the United States in 1939 and studied Drosophila wing development at Caltech. In 1940 his book “Organiser and Genes” was published introducing the idea of the “epigenetic landscape”, a visual depiction of a set of developmental choices that is faced by a cell in the embryo. In the 1940th and 50th he described the phenomenon of “genetic assimilation” as a Darwinian mechanism that mimics the inheritance of an acquired character (143).


� � HYPERLINK "http://www.ncbi.nlm.nih.gov/sites/homologene/11743" ��http://www.ncbi.nlm.nih.gov/sites/homologene/11743� 


� Lamarck about cryptic phenotypes: “Enfin, ils ont pu remarquer que tout ce que la nature fait acquérir ou perdre aux individus par l'influence soutenue des circonstances où leur race se trouve depuis long-temps, elle le conserve par la génération aux nouveaux individus qui en proviennent.” (Finally they have noticed that all the acquisitions or losses wrought by nature on individuals, through the influence of the environment in which their race has long been placed, all these are preserved by reproduction to the new individuals which arise.) (241), available at � HYPERLINK "http://www.lamarck.cnrs.fr/?lang=en" ��http://www.lamarck.cnrs.fr/?lang=en� 


� � HYPERLINK "http://www.zum.de/stueber/hertwig/" ��http://www.zum.de/stueber/hertwig/�


� “Es ist nicht das Bewusstsein der Menschen, das ihr Sein, sondern umgekehrt ihr gesellschaftliches Sein, das ihr Bewusstsein bestimmt." (It is not the consciousness of men that determines their being, but on the contrary their social being that determines their consciousness.) (246)


� see � HYPERLINK "http://www.junkdna.com/ohno.html" ��http://www.junkdna.com/ohno.html� for the origin of the term.


� It is interesting to note the Wilhelm Ludwig Johannsen, the “father” of the terms genotype and phenotype had considered a third element that he called preinduction: “…Induktion persönlicher Beschaffenheit der Kinder oder gar Enkel (“Präinduktion”) durch direkte oder indirekte Beeinflussung seitens der Lebenslage. … Durch wie viele Generationen eine … Präinduktion gelegentlich wirken kann, lässt sich a priori nicht sagen. Es wird aber eingesehen, dass die Tatsache der Präinduktion sozusagen die Basis abgeben könnte, auf welcher eine Rekonziliation kämpfender (ed: Darwinism and Lamarckism) Auffassungen erreicht werden könnte.”(Induction of personal characteristics in the children or grandchildren ("pre-induction") through direct or indirect influence by their circumstances of life … Through how many generations pre-induction can reach cannot be predicted a priori. However, one can see that the very existence of pre-induction could provide the basis on which a reconciliation fighting views (ed Darwinism and Lamarckism) could be achieved.)


� � HYPERLINK "http://www.millipore.com" ��http://www.millipore.com�/ 


� � HYPERLINK "http://www.activemotif.com" ��http://www.activemotif.com�/





�Depending on the definition, these can  also be prions and self-sustaining  metabolic loops.  In my review paper with Raz we dewfine the terms more precilsly. (Jablonk and Raz 2009). 


�In may paper with Raz we documented  over 100 cases, and there are many more since! (we missed some, inevitably, but it is the most comprehensive lsit up to 2009). 


�It is worth while adding the recent  refs: 


Teixeira FK, Heredia F, Sarazin A, Roudier F, Boccara M, Ciaudio C, Cruaud C et al. 2009. A role for RNAi in the selective correction of DNA methylation defects. Science 323,5921: 1600–1604.


Reinders J, Wulff BB, Mirouze M, Marם-Orodףסez A, Dapp M, Rozhon W, Bucher E et al. 2009. Compromised stability of DNA methylation and transposon immobilization in mosaic Arabidopsis epigenomes. Genes Dev. 23: 939–950.





�I am not sure, but I think that this case is controversial, and there was a claim that a genetic difference is another locus was repsoible.


�My paper with Raz is a better source  and includes the examples that  we had in the original book + many others.


�Not a dauermodocation. 


�Evolution through drift of netural mutations can occur. But adaptive 


�There is the recent example of the monkey flower.


�They do have some forms of epigenetic inheritance. See the table in my paper with Raz.


I would suggest that you write:


Although epigenetic inheritance can be found in bacteria, it seems to be  less common than in eukaryotes.


� There may be subtle changes in chromatin that allow better binding of enhancers, for example.


�Is the pericentromeric position where most duplicates are found? If yes, then the question arises whether this is the result of preferential insertion or selection (or both)


�Did you or others actually show that?


�Because of the need to reset the epigenome.


�Only f the transcripts actually do something, have functional effects or are somehow "tested" by some cellular mechanism. We do not know that this is the case.


�I suggest that  delete this because it is not clear I think that moving to the example will make the point clearer. 


�How? Sequenced?


�Sorry , I don't think I was a landmark paper.  In 1987 Holliday published" the inheritance of epigenetic defects", and in 1989 Marion and I published  "the inheritance of  acquired epigenetic variations" to which Maynard-Smith paper was reply. Monk's paper was not original and did not have much influence.
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